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Abstract

In this research project, we propose to study the relations between Machine Learn-
ing practitioners, their engineering tools, and the social outcomes of Machine learn-
ing systems (ML systems). The potential for ML systems to cause social harm and
exacerbate inequity is well documented by researchers in the fair machine learn-
ing (fair-ML) community, the human-computer interaction community, and inves-
tigative journalists. In response, researchers have proposed various interventions in
the design and development of ML systems, including design processes and audit
frameworks, intended to shape and review deployments of ML systems. In addition,
actors in industry and the public sector have promulgated high-level governing prin-
ciples, intended to guide ML system design and development. These research and
policy making efforts, however, generally do not consider how the process of ML
system development and deployment is changing due to the recent scaling of Ma-
chine Learning platforms — emerging socio-technical systems designed to automate,
simplify, and expedite the engineering of ML systems. This research project thus ex-
plores how the affordances of Machine Learning platforms create new potentialities
for social harm and new opportunities for intervention in ML system design and de-
velopment. We argue that Machine Learning platforms reconfigure both the process
of ML system development, and the enactment of ethics considerations during such
development. Further, we argue that proposed interventions in ML system design
and development should be evaluated in the context of the tools used to engineer
ML systems.
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Chapter 1

Introduction

This research project is concerned with the engineering tools used to develop Ma-
chine Learning systems [Mitchell, [1997], and their relationship to the social conse-
quences of the deployment of such systems [Barocas et al., 2021b]]. To explore this re-
lationship we focus on Machine Learning platforms, cloud-based tools for managing
the life-cycle of Machine Learning development and deployment, and the enactment
of ethics considerations by Machine Learning practitioners who use such platforms.
The core premise motivating this research project is that these tools are not neu-
tral, that they reflect particular social, economic, cultural, and political values [Davis,
2020]. We argue that, by reflecting the values of the technology firms who operate
them, Machine Learning platforms envision a particular future for the development
and deployment of Machine Learning systems, and influence the ways in which
ethics considerations are enacted by Machine Learning practitioners. However, exist-
ing research on the enactment of ethics considerations by Machine Learning practi-
tioners does not account for the role of engineering tools in Machine Learning system
development. Similarly, existing proposals for interventions in Machine Learning
practitioners” enactment of ethics considerations does not consider how practitioners
are constrained by the engineering tools they use. To understand and incorporate
the relationship between engineering tools and the social consequences of the de-
ployment of Machine Learning systems requires new theoretical and methodological
work.

In this introductory chapter we first situate this research proposal within the
fields of Machine Learning and fair-ML. We then review key machine learning and
platform terminology that are relied on throughout the proposal, before introducing
our research questions. We conclude this chapter by providing an overview of the
remainder of this research proposal.

1.1 Situating this proposal

Machine Learning is a sub-discipline of Artificial Intelligence focused on developing
computing systems which use statistical probability methods to perform prediction
tasks [High-Level Independent Group on Artificial Intelligence (Al HLEG), 2019].

The Machine Learning sub-discipline has had success in developing computing sys-
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2 Introduction

tems that solve problems in a range of areas that traditional computing methods
have long struggled with, from speech recognition, to computer vision, to language
translation, to game playing [Russell and Norvig, 2021]]. The Machine Learning sub-
discipline solves these problems by conceptualising them as prediction tasks which
a computing system can complete through use of an appropriately designed statis-
tical model. In recent years, this approach has been applied to numerous decision
making processes in commercial and government settings, at times very success-
fully [Bernardi et al., 2019] and at times with unintended consequences [Barocas et al.,
2021b]. These include high stakes decisions, such as criminal sentencing [Angwin
et al., 2016; Oswald et al., 2018], predictive policing [Marda and Narayan, 2020],
employee recruitment and evaluation [Sanchez-Monedero et al., 2020; |Wilson et al.,
2021], and allocation of health services [Obermeyer et al., 2019].

The unintended consequences of the integration of Machine Learning approaches
into decision making processes is the focus of fair-ML, an emerging interdisciplinary
community. Fair-ML researchers aim to understand how Machine Learning ap-
proaches can produce decision making outcomes that cause social harms [Choulde-
chova and Roth, 2018]. Social harms, such as decision making processes that are
discriminatory towards certain social groups, are understood within fair-ML to be
unintended consequences of the poor deployment of Machine Learning approaches
in computing systems [Barocas et al., 2021b]. As such, fair-ML researchers also aim
to develop interventions to improve the process of designing, evaluating, deploying,
and managing computing systems [Katell et al., 2020]. To advance these aims fair-
ML researchers draw from a range of social science approaches, including political
philosophy [Binns, 2018], legal studies [Green and Viljoen, 2020; Hutchinson and
Mitchell, 2018], critical race theory [Hanna et al., |2020], human-computer interac-
tion [Albert and Delano) 2021], economics [Kasy and Abebe, 2020], and Science and
Technology Studies [Selbst et al.,[2019]. As many of these approaches are themselves
interdisciplinary, the boundaries of fair-ML remain fairly fuzzy.

The integration of Machine Learning approaches into computing systems is a
complex and resource intensive engineering challenge. Machine Learning platforms
(ML platforms) are computing infrastructure designed to address this challenge [Yao
et al., 2017]. ML platforms achieve this by providing Machine Learning practition-
ers cloud access to centrally managed computing infrastructure and services, which
alleviate the need for practitioners to individually develop and maintain every com-
ponent of their own Machine Learning development process [Roy et al., 2019]. ML
platforms are widely used to integrate Machine Learning approaches into computing
systems designed to automate or improve decision making processes. Therefore, as
objects of study ML platforms are clearly relevant to the fair-ML community. In the
following chapters, however, we will make the case that ML platforms are under-
studied in the fair-ML discourse.
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1.2 Machine Learning and platform terminology

Given the interdisciplinary nature of this research project, and the abundance of
inconsistent terminology used by technology firms, in order to describe this research
project’s objectives or scope in any detail we must first explain how we use several
key terms.

1.2.1 The levels of computing systems

In this research proposal we consider any system that incorporates human and tech-
nical components, and requires some form of coordination between these compo-
nents, to be a socio-technical system [Bauer and Herder, 2009]. Human components
in a socio-technical system may include the people that commission, design, engi-
neer, test, use, decommission, or are subjected to the technical components of the
system. For this proposal the virtue of the term socio-technical system lies in the
way it reminds us that all technical systems are socio-technical systems. We explore
the usefulness of conceptualising ML systems and ML platforms as socio-technical
systems further in Section As we will explore in Section many of the un-
intended consequences of the integration of ML approaches into decision making
processes can be traced back to a poor understanding of the interactions between
social and technical components of socio-technical systems.

We use the term computing system to describe any engineered system that incor-
porates components that process data or perform calculations (i.e. that compute).
As computing systems are engineered — meaning, they are the products of human
ingenuity and labour — they are by definition socio-technical systems. Computing
systems include discrete computer devices — a smartphone, a laptop, a server — as
well as systems consisting of computing and non-computing components — a mod-
ern vehicle, ‘smart” appliances, a hospital’s patient management system. As the
last example indicates, our use of the term computing system is very broad, and
spans many types of socio-technical systems. ML platforms are computing systems
which are used to derive components of computing systems that incorporate Ma-
chine Learning approaches, and to manage these computing systems. To avoid these
circular references to computing systems it is helpful to adopt terminology that dis-
tinguishes between different levels of computing systems. Each of these levels can be
considered socio-technical systems in their own right. In Figure1.1jwe provide a dia-
gram of our conceptualisation of the different levels of computing systems, and their
relationship to ML platforms. An additional summary of the levels of computing
systems referred to in this research project is presented in Table

1.2.1.1 Precursor levels of computing systems

We have already described Machine Learning as a discipline focused on developing
computing systems which use statistical probability methods to perform prediction
tasks. A machine learning model (ML model) is thus a statistical model for process-
ing data to perform a particular predictive task. To develop computing systems
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Precursor levels

ML algorithm
(Haar Feature-based Cascade

Classifi -
assifier) Computing system levels

_________________________________________________________________________________________

Operationalisation of an ML
Implementation framework algorithm

(C++) (cv.CASCADE_FIND_BIGGEST _
OBJECT in OpenCV)

i ML model i
(a model for detecting faces in
images)

l

MLsystem
(system for adding novelty filters
to images of faces)

ML platform

Computing system
(system for video conferencing)

Figure 1.1: Diagram of the levels of computing systems, as we conceptualise them. In

italics are an example application of these levels, based on the OpenCV library [202,

2021b]. Highlighted in light green are the levels which are incorporated into ML
platforms.
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that incorporate Machine Learning approaches, a machine learning algorithm (ML algo-
rithm) and an implementation framework are required. For the purposes of this research
project, we describe these as precursor levels of computing systems. The first precur-
sor level, an ML algorithm, can be thought of a sequence of instructions for producing
an ML model. ML algorithms are not computer code. Rather, they are mathemati-
cal and logical constructs which are operationalised by expressing them in computer
code. This is why we consider ML algorithms to be a precursor level to computing
systems. To operationalise an ML algorithm requires an implementation framework — a
programming language designed to support engineers to write computer programs
that incorporate ML algorithms and derive ML models. The implementation frame-
work is therefore the second precursor level. In much Computer Science literature
implementation frameworks are referred to as ‘software platforms’; we do not fol-
low that norm in this research proposal for risk of creating confusion between ML
platforms and implementation frameworks.

1.2.1.2 Computing system levels

Within and across different implementation frameworks, practitioners may develop
different approaches to operationalising a given ML algorithm, often optimised for
different use cases. Additionally, some implementation frameworks may themselves
include built-in operationalisations of widely used ML algorithms. In the context of
this research proposal, the operationalisation of an ML algorithm on an implementa-
tion framework is the first level of a computing system. From a practical engineering
perspective, the distinction between an ML algorithm and its operationalisation is of-
ten trivial, given that the practitioner is focused on applying the operationalised ML
algorithm for a particular use case, not on rethinking the underlying ML algorithm
itself. However, in the context of the critical perspective of this research project, this
distinction is significant because the operationalisation of an ML algorithm necessi-
tates value-laden decisions that can produce unintended consequences. For instance,
because ML algorithms derive statistical models, whose outputs are expressed in
probabilities, when an ML algorithm is operationalised the engineer must determine
what an acceptable error rate will be for the statistical model in the context of its
deployment [Barocas et al., 2021b]. If the ML model is to be used in a medical diag-
nosis computing system, then determining an acceptable error rate can have a direct
impact on the health outcomes of those who use the system.

Once an ML algorithm has been operationalised on an implementation frame-
work it can then be used to generate an ML model. ML models are thus the second
level of computing systems relevant to this research project. An ML model is gen-
erated by inputting a training dataset into an operationalised ML algorithm. The
ML model is iteratively optimised until it meets specified performance criteria — a
complex training and fine tuning process, often described as both art and science
by practitioners [Silipo, 2020]. At that point the ML model can be incorporated into
a machine learning system (ML system), where the ML model will now be deployed.
The ML system is therefore the third level of computing system relevant to this re-
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search project. Distinguishing between ML algorithms, ML models, and ML systems
is important because ML systems include additional components beyond ML models
and operationalised ML algorithms, such as data inputting, processing, and storage
components.

Machine learning systems themselves may be components in large computing sys-
tems, such a vehicle or a social network. These large computing systems form the
fourth, and final, level of computing systems that are relevant to this research project.
In practice, the distinctions between these levels are not as discrete as presented
here, primarily because in most ML systems sequences of ML models are chained to-
gether, with some ML models themselves built into the implementation framework
and others generated by unique operationalisations of a ML algorithm and training
dataset [Lwakatare et al., 2019]. A facial recognition ML system may make use of
an implementation framework’s built in pre-trained ML model for detecting faces in
images, and then treat the outputs of that ML model (i.e. images that are classified
as containing a human face) as inputs for a custom built ML model for recognising
the faces of specific individuals.

As can be seen in the diagram in Figure we consider ML platforms to be
computing systems that sit across the levels of computing systems discussed here. In
Section [2.2.T|we describe in more detail how the services offered by ML platforms in-
corporate implementation frameworks, operationalised ML algorithms, pre-trained
ML models, and systems for deploying and managing ML systems.

Finally, we note, that to avoid confusion between references to one of the levels
of computing systems and the discipline of Machine Learning, when discussing the
discipline we will use the capitalised and non-abbreviated term Machine Learning.
The phrase Machine Learning approaches should therefore be understood to mean ap-
proaches to researching and developing computing systems adopted by researchers
and practitioners in the discipline of Machine Learning. However, as the distinction
between researchers and practitioners alludes to, the categories of actors relevant to
the engineering of ML systems, and the terms used to describe them, can also be a
source of confusion and therefore require clarification.

H Category \ Level H
(a) ML algorithm

(b) Implementation framework
(a) Operationalisation of an ML
algorithm

2. Computing system levels (b) ML model

(c) ML system

(d) Computing system

1. Precursor levels

Table 1.1: Table of levels of computing systems discussed in this proposal.
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1.2.2 Practitioners, stakeholders, and subjects

We use the phrase Machine Learning practitioner (ML practitioner) as a catchall term for
anyone who works on the development of ML algorithms, implementation frame-
works designed to support the operationalisation of ML algorithms, ML models, ML
systems, or ML platforms. ML practitioners may thus be computer scientists, data
scientists, software engineers, software architects, system engineers, designers, prod-
uct managers, and so on. Similarly, we use the phrase Machine Learning subjects (ML
subjects) as a general term for anyone who is the subject of deployed ML systems,
in the sense that they are required to interact with an ML system. In most modern
societies all members of the public can be considered ML subjects — certainly, all
practitioners are very likely to also be ML subjects. However, in order to explore
the relationships between different ML practitioners, the interactions between ML
practitioners and ML platforms, and the interactions between ML subjects with ML
platforms and ML systems, it is helpful to distinguish between several categories of
ML practitioners and ML subjects.

As this research project is focused on how ML platforms interact with ML sys-
tems that are developed on them, and the unintended social consequences that can
arise from these interactions, the most important distinction to draw within the cat-
egory of ML practitioners is between those who work on developing ML platforms
themselves and those who use ML platforms to develop ML systems. In this research
proposal we use the term ML platform developer to refer to the former and ML platform
user to refer to the latter.

The two categories of ML practitioners are complemented by two categories of
stakeholders: ML platform operators and ML system operators. ML platform operators
are the technology firms who run ML platforms and employ ML platform developers
(as well as many other ML practitioners). ML system operators are the organisations
who commission the development of ML systems, and employ ML platform users.
This description of the relationship between practitioners and stakeholders is, of
course, highly simplified and will be revisited and nuanced in Section [2.2.2}

Machine learning subjects also fall into two categories: ML system users and ML
system subjects. ML system users are those who interact directly with the outputs of
ML systems. ML system users are not ML practitioners; ML system users do not
have access to the inner workings of ML systems, and may not understand their
operation. Examples of ML system users include police force members who use
predictive policing tools and Netflix subscribers who use Netflix's recommendation
engine to select a new television series to watch. As such, ML system users is a large
and heterogeneous category. The common characteristic of ML system users is that
their relationship to ML systems is instrumental. ML system users use ML systems
to achieve a task or make a decision. ML system users are nonetheless subjects of
ML systems in the sense that they have little agency over the decision of whether
or not to use an ML system to complete said task or decision. Once a police force
has decided to deploy a predictive policing tool individual police force members are
unlikely to be in a position to decline to use it. Similarly, a Netflix subscriber may
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choose to ignore the suggestions of the Netflix recommendation engine, but they
cannot avoid interacting with them.

ML system subjects are those who interact with the actions of ML system users,
rather than with the ML system itself. Members of the public in a jurisdiction where
the police force uses a predictive policing tool are ML system subjects of that tool.
They are subjected to the outputs of the tool through the actions the police take in
response to the tool’s predictions of criminal activity and may not even be aware of
the existence of the ML system itself. ML system subjects are one step further re-
moved from ML systems than ML system users; ML system subjects have no access
to the inner workings of ML systems, and only indirect access to the outputs of ML
systems. ML systems subjects are thus also a large and heterogeneous category. The
outputs of ML systems are translated by ML system users into outcomes for ML sys-
tem subjects — although, as we will explore in Section [2.7] this process of translation
is complex and can often be a source of unintended consequences.

Lastly, it should be noted that none of the above categories are mutually exclusive.
The relevance of membership in these categories follows from the socio-technical sys-
tem which is the focus of inquiry. A software engineer, for instance, may be an ML
system subject of their workplace’s video surveillance system and an ML system
user of online search engines. During their work day they may be an ML system
developer for one project and an ML platform developer for another. As such, in this
research proposal, when these categories are used they will be contextually defined
by the socio-technical system under discussion.

In summary:

ML platform operators employ ML platform developers to develop ML platforms

ML system operators employ ML platform users to develop ML systems on ML
platforms

ML system users interact with deployed ML systems

ML system subjects interact with ML system users

1.2.3 Platforms, two-sided markets, infrastructure, and implementation
frameworks

To the best of our knowledge, there is no accepted definition of an ML platform;
the term is used primarily in the marketing materials of ML platform operators. In
Section [2.2| we review the services provided by ML platforms and develop an initial
description of their role in ML system development.

We note, also, that ML platforms are not the only socio-technical systems de-
scribed as platforms. As briefly mentioned above, in Computer Science literature
implementation frameworks are often referred to as ‘software platforms’. Addition-
ally, the services offered by Uber, AirBnB, Amazon, and many other large technology
firms are often marketed as "platforms’, and these technology firms themselves are
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sometimes referred to as "platform businesses’ [Srnicek, 2017]. Public infrastruc-
tures, such as public transit networks and the Internet, are also sometimes referred
to as ‘platforms” — generally when authors are seeking to highlight the instrumental
function of these infrastructures in supporting social activity [Plantin and Punatham-
bekar, [2019]. The Internet may thus be described as "platform for retail business’. To
avoid confusion, in this research proposal we use the term ’platform” only when
referring to the socio-technical systems marketed by ML platform operators as ML
platforms. In Section 2.3 we discuss the ways ML platforms are conceptually similar
and different to other socio-technical systems which are also sometimes described as
platforms.

With the terminology discussed so far we can now introduce our research ques-
tions, which are the focus of this research proposal.

1.3 Research questions

The overall focus of this research proposal is the problem of understanding how ML
platform users enact ethics considerations in the development of ML systems on ML
platforms. We propose to divide this problem into three phases of research, with the
following research questions for each phase. In Section we detail the research
methodology we propose to adopt in answering these questions, and, in Section
we detail our rationale for dividing our research into three phases, and the research
activities we propose to undertake in each phase. As we discuss further in those
sections, we intend to answer these research questions for a subset of ML platforms
and ML platform users, which will be defined before the activities commence.

R1 Phase one: ML platforms

R1la Who are using ML platforms to develop and deploy ML systems?

R1b How do ML platforms conceptualise the ML system development and
deployment process and integrate ethics considerations into that process?

R1lc What kinds of ML systems, and ML system development, do the affor-
dances of ML platforms support?

Our focus in phase one are ML platforms and ML platform users. In Section[2.2]
we provide a preliminary analysis of how ML platforms influence ML system
development and deployment, and of who may constitute ML platform users.
This analysis is limited, however, by the lack of empirical data regarding ML
platform services or use. As such, in phase one of our research we plan to
analyse the documentation produced by ML platform operators, alongside the
documentation and ML systems produced by ML platform users. Section
describes our research plan for phase one in detail.

R2 Phase two: enactment of ethics considerations
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R3

R2a How are ML platform users enacting ethics considerations in the develop-
ment of ML systems?

R2b Are there particular fair-ML interventions that ML platform users rely on
in their enactment of ethics considerations? If so, why do they rely on
them?

R2c¢ In what ways do the fair-ML interventions that ML platform users rely on,
if any, shape the ML system development processes they undertake?

In phase two of our research we focus on the ways in which ML platform users
enact ethics considerations during the development of ML systems. In Sec-
tion [2.4) we argue that inherent in the process of ML system development are
ethics considerations, which must be resolved in order for an ML system to
be deployed. In Section we introduce the concept of enactment to high-
light the ways in which ML platform users, knowingly or unknowingly, resolve
ethics considerations during ML system development. We review several ex-
isting studies of the enactment of ethics considerations by ML practitioners,
and demonstrate that these studies do not extend to consider how use of ML
platforms may influence the enactment of ethics considerations. Phase two of
our research aims to address this gap through semi-structured interviews and
a survey of ML platform users. Section describes our research plan for
this phase.

Phase three: evaluation of interventions

R3a How can an fair-ML intervention for enacting ethics considerations be
evaluated, in the context of ML system development and deployment on
ML platforms?

In the final phase of our research we focus on how fair-ML interventions in
ML system development and deployment can be evaluated. In Section [2.7| we
discuss existing fair-ML interventions; these are proposals for activities or pro-
cesses that ML practitioners could undertake to support their enactment of
ethics considerations. We argue that fair-ML interventions are rarely evaluated
in the context of ML system development in industry settings, and show that
the use of ML platforms in ML system development may frustrate the effec-
tiveness of some fair-ML interventions. Phase three of our research aims to
address this through a case study of the adoption and evaluation of an fair-
ML intervention in organisations where ML platform users are responsible for
developing and deploying new ML systems. In Section we describe our
research plan for this phase, though we note that it is still in an early stage of
development and the research question itself will likely need to be refined.
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1.4 Thesis Proposal structure

In this chapter we briefly introduced and situated the research problem we propose
to focus on in our research project. We also reviewed key terms used throughout this
proposal, and provided a summary of the research questions that our project aims to
address. The remainder of this proposal aims to substantiate the significance of our
research problem, to provide theoretical justification for our research questions, and
to detail our research design and thesis plan.

The following chapters are organised as follows: Chapter 2| presents a literature
review of the fair-ML discourse; Chapter |3) introduces the theoretical frameworks
that inform our research design; Chapter {4 describes our research methodology and
design; and, Chapter [5|discusses how we plan to implement our research design and
manage this research project.
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Chapter 2

Literature Review

In the preceding introductory chapter, Chapter |1, we described the overall focus of
our research proposal as being the problem of understanding how ML platform users
enact ethical considerations in the development of ML systems on ML platforms. In
this Literature Review we aim to demonstrate the significance of this research prob-
lem, and to show that existing discourse in the fair-ML and associated disciplines
does not provide a theoretical or empirical framework for solving it. In the chap-
ter that follows this review, Chapter 3, we introduce the conceptual framework we
propose to apply to address this research problem.

2.1

Literature review structure and argument

The argument put forward in this literature review is:

I

I

I

ML platforms are multi-dimensional objects of study.

In Section we provide a short description of popular ML platforms, their
features and use, and the aspects of ML platforms that are most relevant to this
research proposal.

In Section [2.3| we consider how best to conceptualise ML platforms, and con-
trast ML platforms to other socio-technical systems which are also sometimes
described as “platforms” in the literature.

ML systems development requires navigating complex ethical issues.

In Section 2.4) we review existing research on ethics issues associated with ML
system development and deployment. We show that ML system development
requires ML system operators and developers to navigate complex ethical is-
sues, which helps explain the significance of our research focus on the enact-
ment of ethical considerations during ML system development.

Conceptualising ML systems and ML platforms as socio-technical systems
helps us navigate these complex ethical issues.

In Section [2.5| we focus on the concept of socio-technical systems, and review its
application within the fair-ML literature. We show that in this discourse the

13
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concept of socio-technical systems has been used in analyses of the social im-
pact of ML systems, and to support the development of interventions designed
to enable ML system operators and developers to identify and mitigate ethical
issues.

IV ML practitioners navigate these complex ethical issues through processes of
enactment.

In Section [2.6] we introduce the concept of enactment, and review existing re-
search on the enactment of ethical considerations during ML system develop-
ment.

In Section we review existing proposals for interventions in the research,
design, and management of ML systems from the fair-ML literature, which are
intended to support more substantive enactment of ethical considerations.

V The tools used to support ML system development can influence the manner
and meaning of the enactment of ethical considerations.

In Section [2.8 we return our focus to ML platforms and consider how the key
features of ML platforms described in Section 2.2l may influence proposed fair-
ML interventions in the enactment of ethical considerations during ML system
development.

2.2 What is an ML platform?

In this section we introduce ML platforms, as the primary object of study in this re-
search proposal. We provide an overview of four key aspects of ML platforms. These
aspects will be touch points throughout this literature review, as we consider how the
use of ML platforms during ML system development may influence the ways ethics
issues manifest in ML systems. In the following section, Section we consider
how other socio-technical systems, which are also sometimes termed platforms, have
been conceptualised in the literature, and explore how these conceptualisations can
be applied to the aspects of ML platforms introduced here.

We note that in our future research it will be necessary to develop a detailed
technical description of how ML platforms operate, their key features, and points
of convergence and divergence across different ML platforms. In this section, for
the purposes of enabling consideration of the merits of our research proposal, we
focus on only four aspects of ML platforms, which we argue are common across all
the large, commercially available ML platforms, and which we see as particularly
pertinent to the existing discourse on ethics associated with ML system development
and deployment. The four aspects of ML platforms focused on in this section are
their:

* Centralising effect: ML platforms centralise ML system development in a single
suite of cloud-based tools and services;
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e Scaling effect: ML platforms enable ML systems to rapidly scale and be deployed
at a global level;

* Refocusing effect: ML platforms refocus the efforts of ML practitioners towards
ML system design and deployment and away from ML pipeline development
and ML system maintenance; and

* Decentralising effect: ML platforms decentralise the capacity to develop and de-
ploy ML systems, and disaggregate the components of ML systems.

2.2.1 Brief description of ML platforms

Although ML platforms are computing systems, they do not fit neatly within any of
the levels of computing systems introduced in Section The primary purpose
of an ML platform is to support the development and deployment of ML systems.
All of the major technology firms offer ML platforms to practitioners. These include:
Microsoft’s Azure Al [Microsoft, a], Google’s Vertex Al [Google, |a, Amazon’s AWS
Al services [Amazon, b], and IBM’s SPSS platform [IBM]. We note, however, that
the term ML platform is largely a marketing term rather than an established term
within the Machine Learning discourse, and as such it is possible that very different
systems or services may be united under the label ML platform. That said, while the
full breadth services offered by each ML platform listed above are different, there is
still significant overlap in their core services. Core services offered by most of the
ML platforms listed here include:

¢ automation of routine Machine Learning tasks, such as data processing;
¢ dataset and ML model management;
¢ low-code or no-code ML model training environments;

* access to implementation frameworks with state-of-the-art operationalisations
of ML algorithms;

¢ on-demand access to servers and compute capacity for training ML models and
maintaining ML systems;

¢ end-to-end ML system solutions addressing specific industries or business needs;
and

* marketplaces for user-developed pre-trained ML models or user-curated datasets
for ML model training.

To offer these services, an ML platform must incorporate an implementation
framework, and operationalisations of ML algorithms and pre-trained ML models
into a user interface and cloud-based development environment, together with the
substantial physical computing hardware required to support ML model training
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and deployment. As such, ML platforms could be considered large computing sys-
tems within the multi-level framework outlined in Section At the same time,
from the perspective of ML practitioners, ML platforms are more comparable to
the level of implementation frameworks, as their primary purpose is to support the
practitioner to develop an ML system that will be integrated into a large computing
system. This is the centralising effect of ML platforms: ML platforms bring together,
in one assemblage, the technical tools and computing hardware required to develop,
deploy, and maintain ML systems.

The significance of the centralising effect of ML platforms lies in the complexity
and cost associated with developing ML systems. In the Machine Learning discipline,
the metaphor of a pipeline is used to describe the sequence of steps and feedback
loops which an ML practitioner may follow to operationalise an ML algorithm, train
an ML model, and develop an ML system. As such, machine learning pipelines (ML
pipelines) run parallel to the levels of computing systems outlined in Section
a practitioner’s ML pipeline is their approach to uniting all the levels of computing
systems into a coherent engineering process [Polyzotis et al., 2017]. ML systems not
only centralise the technical features of an ML pipeline, they also centralise respon-
sibility for defining a coherent engineering process — an ML platform presents an
ML practitioner with a pre-defined engineering process to follow in order to develop
ML systems. Thus the centralising effect of ML platforms can be considered isomor-
phic, in that it contributes to the convergence of ML pipeline structure and processes
across ML practitioners [Caplan and Boyd, 2018].

The scaling effect of ML platforms is also revealed from the above list of services.
The development, deployment and ongoing management of ML systems is a com-
plex engineering process, with requirements that differ from traditional software
engineering [Lwakatare et al.| |2019]. ML systems, when deployed in commercial
settings, often incorporate cascading ML models that interact with each other and
ongoing processes of experimentation and optimisation, and must meet strict perfor-
mance requirements in terms of processing time [Lwakatare et al., 2019]. The services
offered by ML platforms attempt to address these challenges, and in doing so reduce
the commercial cost of deploying and taking to scale ML systems. Further, the ca-
pacity of the largest ML platforms to offer platform users near global access to server
centers and on-demand access to computing power, enables ML systems to scale
across geographies. As such, the scaling effect of ML platforms contributes to the
increasing ubiquity of ML systems [Lwakatare et al., 2020], and may also influence
the pattern of ML system spread, which can involve the refinement of an ML system
in one geography before its deployment across many others (see [Li et al., 2017] for
a description of this pattern of scaling in the ML systems used by the ride-sharing
service Uber).

2.2.2 Brief description of ML platform users

In Section we described the ML practitioners who use ML platforms to develop
ML systems as ML platform users. To the best of our knowledge, there is no data
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in the public domain detailing who are ML platform users. Indeed, this is a gap in
the literature that our proposed research aims to help address. As such, our cur-
rent understanding of who are using ML platforms to develop ML systems is largely
derived from informal conversations with ML practitioners and the user groups im-
plicit in the marketing materials of ML platform operators. In our research design,
described in Section we propose to undertake a systematic analysis of the mar-
keting materials and technical documentation produced by ML platform operators,
with the objective of more rigorously defining ML platform user groups. From our
brief preliminary review, we propose that four categories of ML platform user groups
may be discerned: ML practitioners in large technology firms, ML practitioners in
technology consulting firms, ML practitioners in organisations seeking to develop
and deploy ML systems, and ML practitioners working in startup firms or small
organisations.

As discussed above, Google, Amazon, Microsoft and IBM each operate ML plat-
forms. The marketing materials produced by these firms indicate that ML practition-
ers working within them are users of their ML platforms. Google’s ML platform,
Vertex Al, thus markets itself with the claim, "Build with the groundbreaking ML tools
that power Google" [Google, la]]. Similarly, Microsoft’s ML platform is marketed with
the claim, "Use the same proven Al services that power Al capabilities in Xbox, HoloLens,
and Microsoft Teams" [Microsoft, la]. Several other large technology firms also operate
ML platforms, which are used primarily by in-house ML practitioners (see [Li et al.,
2017] for a technical overview of Uber’s ML platform and [Hazelwood et al., 2018]
for a similar overview of a Facebook ML platform).

The marketing materials of ML platform operators also indicate that ML prac-
titioners working in technology consulting firms are significant ML platform users.
Google and Amazon, for example, operate technology partner networks, enabling
technology consulting firms to be accredited as "trusted” ML platform partners [[Google,
b; Amazon, d]]. Google and Amazon direct organisations interested in developing
ML systems to their technology partners, who can then provide advice and tech-
nical support to enable interested organisations to use the relevant ML platform to
develop and deploy the desired ML system. Whilst evidence regarding the use of
technology consulting firms to develop ML systems is lacking, it appears likely that
public sector organisations will often employ the services of a technology consulting
firm to support their development of ML systems. Certainly, this is implicit in ad-
vice prepared for public sector organisations on procuring ML systems [Goldenfein,
2019], and is a feature of several high-profile instances of problematic deployments
of ML systems [Eubanks, [2018]].

The use of ML platforms by ML practitioners in large technology firms and ML
practitioners in technology consulting firms highlights the refocusing effect of ML plat-
forms. ML platforms shift the work of ML platform users by automating or rendering
trivial certain aspects of ML system development. In doing so, ML platforms refocus
the work of ML platform users towards ML system design and deployment. Uber’s
ML platform, for example, provides ML practitioners at Uber with access to a cen-
tral repository of up-to-date datasets, a system for managing ML model iterations
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and versions, and automated management of deployed ML models [Li et al., 2017].
Together, these features enable ML practitioners at Uber to focus on developing and
deploying new ML systems [Li et al., 2017, p.1].

The marketing materials of ML platform operators also advertise the potential for
organisations to develop and deploy ML systems without the support of a technology
consulting firm. As such, we assume that ML practitioners in organisations seeking
to develop and deploy ML systems are an additional category of ML platform users.
ML practitioners in organisations seeking to develop and deploy ML systems may
have similar expertise to those working for technology consulting firms, or in-house
at ML platform operators. However, it may also be the case that some ML practition-
ers in organisations seeking to develop and deploy ML systems have substantially
less training or expertise than those working in technology consulting firms or ML
platform operators. Microsoft’s ML platform, for example, offers access to several ML
systems, including a customer engagement chat bot and document data extraction
service, that can be deployed by organisations with little to no technical develop-
ment [Microsoft, b]. These services reflect another way in which the refocusing effect
operates: ML platforms expand the boundaries of who may be considered an ML
practitioner by creating user interfaces and ML system development environments
that are accessible to people without expert training in data science or software en-
gineering. In this way, ML platforms refocus the scope of who might be considered
an ML practitioner. Further, we note that several technology firms offer free online
courses designed to train people with no experience in software engineering or data
science in using their ML platforms [Amazon, c; Microsoft, c]. Whilst it is unclear
whether members of any of the user groups we describe in this section engage in
such training courses, the existence of such courses potentially also further enhances
the refocusing effect of ML platforms.

Finally, the marketing materials of ML platform operators and our informal dis-
cussions with ML practitioners indicate that ML practitioners working in startup
firms or small organisations are also likely to be ML platform users. Amazon’s mar-
keting materials provide fifty case studies of startup firms who have used their ML
platform, spanning healthcare, electronics, financial services, marketing, hospitality,
education, and gaming industries [Amazon, e]. The use of ML platforms by ML prac-
titioners in startup firms and small organisations highlights the decentralising effect of
ML platforms. By radically reducing the resources required to develop and deploy
ML systems, ML platforms decentralise the capacity do so, even as they centralise
the underlying infrastructure. One of the primary ways in which ML platforms re-
duce the resources required to undertake ML system development is by providing
ML platform users access to centrally managed data storage and computing capac-
ity, thereby reducing the need for ML platform users to obtain specialist hardware.
Central management of data storage and compute capacity, however, contributes to
the decentralising effect by enabling the components of ML systems to be disaggre-
gated across multiple sites, organisations, and geographies (see [Joler and Crawford,
2018] for an example of an effort to trace all of the disaggregated components of a
computing system that incorporates ML systems).
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The user groups outlined above are preliminary, and serve only to indicate that
ML platform users are likely an heterogeneous amalgam of ML practitioners. Most
relevantly, for this research proposal, the four user groups outlined above reflect
different social contexts in which ML systems are developed: startups may have
different funding arrangements to established organisations; large technology firms
may be under far greater public scrutiny than technology consulting firms. Social
contexts may also vary considerably within the user groups: public sector organisa-
tions may be under different regulatory obligations to private sector organisations;
large technology firms operating in Europe may similarly be under different regula-
tory obligations to their peers operating in the United States. These different social
contexts, we assume, are likely to influence how ML platforms are used by ML prac-
titioners in each user group.

In this section we introduced four aspects of ML platforms. By describing the
services offered by ML platforms we introduced the centralising effect and scaling
effect of ML platforms. By examining who use ML platforms to develop ML systems
we introduced their refocusing effect and decentralising effect. In the following sec-
tion, Section we consider how existing literature conceptualises socio-technical
systems that share some of these aspects.

2.3 Platforms as two-sided markets, infrastructure, and im-
plementation frameworks

In the previous section, Section 2.2}, we outlined the services offered by ML platforms,
and highlighted four key aspects of ML platforms, which we will revisit throughout
this review. In this section we expand our analysis of platforms by considering how
other socio-technical systems which share the platform label have been conceptu-
alised in the literature. We highlight three conceptualisations of platforms — as two-
sided markets, infrastructure, and implementation frameworks — and reflect on how
each conceptualisation can be applied to our understanding of ML platforms. We do
not aim to provide comprehensive overviews of the literature on two-sided markets,
infrastructure, and implementation frameworks. Rather, for each conceptualisation
we introduce a theoretical framework from the literature and apply this framework
to our understanding of ML platforms. We note that these conceptualisations are
not mutually exclusive [Plantin et al., |2018], and argue that each of these conceptu-
alisations are relevant, but imperfect, descriptions of ML platforms. The literature
focused on each conceptualisation is similarly relevant, but insufficient, for our re-
search focus on the enactment of ethics considerations by ML practitioners using ML
platforms.
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2.3.1 Two-sided markets

Two-sided markets are, in general terms, markets in which "platforms’ compete to
facilitate interactions between two different user groups [Rochet and Tirole, 2004]. As
such, two-sided markets are a subset of the broader category of many-sided markets,
in which the interactions between more than two user groups are mediated by the
platform [Rochet and Tirole, 2004]. Whilst two-sided markets are primarily set up
as sites of economic transaction, in their operationalisation two-sided markets can
influence and mediate the economic and social behaviour of market actors [Islind
et al., 2021]. For an economic model of competition between "platforms” in two-
sided markets see [Rochet and Tirole| 2003]. In Rochet and Triole’s work, and the
subsequent economics literature on two-sided markets, ‘platform” is used as a short-
hand label for firms who operate socio-technical systems which enable distinct user
groups to transact [Evans et al. 2011]. See Sanchez-Cartas and Ledn for a survey
of this literature [2021]]. In fair-ML literature, these firms themselves are sometimes
referred to as ‘two-sided markets’ (e.g. see [Patro et al.,2020]). As we discuss below,
this commingling of terms reflects one of the fundamental characteristics of two-
sided markets, which is that network effects can enable firms operating platforms in
two-sided markets to reach very large scale, such that the firm and the market may
become synonymous, as in the case of Uber and the two-sided market for private
transport. In the terminology we introduced in Section such firms correspond
to platform operators.

Two-sided markets have long been an object of study in economics (e.g. see [De-
mange and Gale, 1985]), although they gained particular prominence in the early
2000s in the context of a series of antitrust cases against the credit card networks of
Visa and MasterCard [Roson, 2009]. Computer game systems, television networks,
and card payment systems have all been conceptualised as two-sided markets, in
which platform operators compete to be the dominant facilitator of interactions be-
tween user groups [Rochet and Tirole, 2004]. More recently, web-based businesses,
software platforms (implementation frameworks in our terminology), mobile phone
devices, and social networks have also been studied as two-sided markets [Evans
et al. [2011].

ML platforms can be thought of as two-sided markets, which facilitate interac-
tions between different groups of ML practitioners engaged in the production of ML
systems. The firm Hugging Face operates a web-based ML platform (hugginface.co)
where ML system developers can upload trained ML models and training datasets,
which can then be downloaded and integrated into ML systems by other ML system
developers [HuggingFace]. Whilst the ML platforms operated by Microsoft, Amazon,
and Google do not (currently) allow independent ML system developers to upload
trained ML models, they can nonetheless still be conceptualised as two-sided mar-
kets, where ML system developers working within the formal boundaries of these
technology firms interact with ML system developers working outside them.

Nick Srnicek argues that contemporary corporate strategies and organisational
structures of technology firms have coalesced into ’platform capitalism’, whereby
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technology firms seek to develop their offerings and services as platforms in two, or
many-sided, markets [2017]. Srnick argues that the emergence of platform capitalism
is a response to the transition to a computer-mediated economy, where low-cost and
ubiquitous data generation is possible. Traditional business models and organisa-
tional structures were ill equipped to extract value from this transition, and so under
the pressure of competition ‘platform capitalism” emerged as a dominant corporate
and technology strategy [Srnicek, 2017, p.42]. Srnicek defines platforms as " digi-
tal infrastructures that enable two or more groups to interact” [2017, p.43], reflecting a
conceptualisation of platforms as two-sided markets. Organisations that incorporate
two-sided markets include the major technology firms (Google, Facebook, Amazon),
technology startups that have reached near global scale (Uber, AirBnB), and large
corporations in a variety of industries (GE, Siemens, John Deere, Monsanto) [Sr-
nicek) 2017]. Srnicek’s argument is an illustration of the actors and relations that
conceptualising platforms as two-sided markets helps bring to the fore.

Srnicek highlights four characteristics of two-sided markets. Each of these char-
acteristics present ethics issues. First, compared to traditional organisational struc-
tures, digitally-mediated two-sided markets are far better placed for enabling tech-
nology firms — platform operators — to collect and extract value from data. Digitally-
mediated two-sided markets are both intermediaries between users and a site of user
activity. The Uber application connects drivers and passengers, processes their eco-
nomic transaction, and coordinates the execution of that transaction (i.e. provides
route directions to enable the driver to transport the passenger to their destination)
—and converts all of this activity into data [Srnicek, 2017]. The politics and logic of
value extraction from the data accumulated by platform operators has been described
as 'surveillance capitalism” [Zuboff, 2020], and is closely associated with privacy and
agency issues. The centralising effect of ML platforms enables ML platform operators
to collect enormous volumes of data regarding ML system use cases and every stage
of the ML system development pipeline. It is unclear whether or how ML platform
operators are extracting value from this data, although given the overlap between
technology firms who have adopted platform capitalism strategies and who operate
ML platforms, it seems likely that extraction strategies and issues are relevant to ML
platforms.

Second, two-sided markets are subject to network effects: the more drivers and
passengers using Uber, the more useful Uber’s two-sided market is for both groups [St-
nicek) 2017]]. Srnicek argues that two-sided markets therefore have monopolistic ten-
dencies, as users will gravitate towards the most popular markets. Additionally, as
digitally-mediated two-sided markets have limited physical infrastructure, outside
of servers, they are capable of scaling extremely quickly, both in terms of the size
of their markets and in terms of the products offered on their market. It should
be noted, however, that the relation between network effects and monopolistic dy-
namics is subject to ongoing debate. Network effects may give incumbent platform
operators a significant advantage over new entrants, but there are few true monop-
olies [Roson, 2009]. Uber, for instance, competes with Lyft and Didi. In the context
of ML platforms, network effects may augment the scaling effect we discussed in



22 Literature Review

Section 2.2

Third, to maintain positive network effects (i.e. to keep attracting users), organi-
sations operating two-sided markets enact complex cross-subsidisation strategies [Sr-
nicek} [2017; Rochet and Tirole,|2004]. Supply and demand on both sides of the market
need to be continually balanced by subsidising some activities, whilst increasing the
price of others. New users may receive heavy subsidies to induce them to enter the
two-sided market, while existing users who are unlikely to shift to a competitor’s
market due to network effects may see their activities priced more highly. Further,
operators of two-sided markets will often offer users many different services, even ac-
cess to many different two-sided markets, in an effort to further cross-subsidise their
operations and maximise network effects. Uber, for example, operates a transport
market and a food delivery market. It is beyond the scope of this research proposal
to consider the economic models underpinning ML platforms. However, we note
that, on the surface at least, the pricing structures of ML platforms do appear to
reflect complex cross-subsidisation strategies. Several ML platforms offer new users
free access to basic services [Microsoft, b; HuggingFace], and, for paid users, bundle
services together in ways that may be consistent with cross-subsidisation. Addition-
ally, ML platforms must balance supply of, and demand for, compute capacity [Li
et al., 2017; [Hazelwood et al., 2018].

Fourth, whilst two-sided markets may present themselves as neutral intermedi-
aries for economic activity, they enact a politics [Srnicek| 2017]. The organisations
operating two-sided markets set the rules of the market, and govern the market in
the interests of their shareholders — potentially displacing, in part, the role of state
regulators [Kenney et al., 2019]. The rise of AirBnB, for example, as a two-sided mar-
ket for accommodation, has significantly reduced the scope of regulations requiring
hotels to offer accessible accommodation. Previously such regulations covered a large
portion of the accommodation industry. Today, they apply to a far smaller portion
because so much of the industry has been subsumed by AirBnB’s two-sided market,
which is not covered by hotel regulations [Boxall et al.,[2018]. The market rules are
often structured so as to support users to develop new forms of interaction or new
services that both make use of the data generated by the two-sided market and, by
expanding the scope of the market to new activities, generate more data for the or-
ganisation operating the market. Uber’s AP], for instance, enables third-party access
driver data, which can be used to develop new services for drivers, such as loyalty
programs [Uber, 2021]. This aspect of two-sided markets has prompted the emer-
gence of Platform Governance as a new discipline, focused on understanding and
intervening in the politics enacted by the operators of two-sided markets [Gorwa,
2019]. The centralising and scaling effects of ML platforms position ML platform
operators in a similar way to the operators of two-sided markets; ML platform oper-
ators effectively set the rules for how ML platform users can use their platforms.

Whilst the four characteristics of two-sided markets highlighted by Srnicek are
relevant to ML platforms, they do not account for the refocusing and decentralising
effects of ML platforms we introduced in Section This may reflect a limitation
in the conceptualisation of two-sided markets in the literature: conceptualisations
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of two-sided markets often treat market actors as homogeneous categories of users,
failing to account for how users’ social context may mediate their engagement with
a two-sided market [Anable, 2018].

2.3.2 Infrastructure

Whilst Srnicek defines platforms as "digital infrastructures that enable two or more groups
to interact", his primary concern is with the second half of that definition: the way
two-sided markets act as intermediaries between different groups [2017, p.43]. Other
authors, who are concerned with the way ’platforms’ become essential and widely
participated in socio-technical systems, explore in more detail the way ’platforms’
can be conceptualised as ‘digital infrastructure” [Plantin et al., 2018].

Infrastructure is itself a slippery concept. Infrastructures are often thought of
as technological systems, but, as Brian Larkin observes, they may also be financial
instruments, or management structures, or social networks, or embodied norms of
behaviour [2013, p.338]. Susan Leigh Star argues that the heterogeneity of systems
that may be considered infrastructure reflects the fundamentally relational nature
of infrastructure [1999]. What one considers infrastructure depends on one’s local
context and relation to the system in question. Star offers the example of a staircase,
which one person might understand as a benign piece of the urban infrastructure
and another might experience as an obstacle [1999, p.380]. In his review of an-
thropological practices for studying infrastructure, Larkin identifies four aspects to
thinking about socio-technical systems as infrastructure [2013]], each of which can be
applied to ML platforms. Star, who has also written extensively about the practice of
studying infrastructural systems, identifies nine properties of infrastructure [1999].
Reading Larkin and Star side by side helps reveal the breadth of possibilities that
conceptualising ML platforms as infrastructure opens up.

As material objects, Larkin considers infrastructures to be "built networks that fa-
cilitate the flow of goods, people, or ideas and allow for their exchange over space" [2013,
p-328]. At the same time, infrastructures are also systems that support the function-
ing of other objects. This duality of infrastructure, as both material object and system
for supporting other objects, is the first aspect of thinking about infrastructures de-
scribed by Larkin. ML platforms, as computing systems themselves, and systems for
supporting the development and deployment of ML systems, clearly embody this
duality. In our daily lives when we interact with infrastructures the material objects
of the infrastructure itself may recede into the background. As Larkin observes, we
experience light, not electricity; hot water, not plumbing [2013, p.329]. Star describes
this characteristic of infrastructure as "transparency’ [1999]. The material objects of
infrastructure appear transparent to users in the sense that for users, the tasks asso-
ciated with infrastructure seem easy and straightforward. It should be noted that in
Star’s understanding of infrastructure as relational, transparency is a characteristic
that users experience when their relationship to a system becomes infrastructural
— it is not a characteristic inherent in technical components of a system, but rather
a product of the relationship between users (i.e. social components) and technical
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components of infrastructural systems.

When we focus on the material objects of infrastructure, we realise that infras-
tructures exist in circular webs of relations with other infrastructures [Larkin| 2013].
We can think of computers as relying on the infrastructure of the electricity grid
to function, and can also think of modern electricity grids as relying on the infras-
tructure of computing for their functioning [Larkin, 2013]. Similarly, Star describes
infrastructures as embedded within other infrastructures, social arrangements, and
technologies [1999]. Star additionally describes infrastructures as "built on an installed
base", highlighting how infrastructures often follow paths laid down by preceding
infrastructures [1999, p.382]. The poles and wires of the electricity grid, for exam-
ple, often follow the structure of the road network. ML platforms, similarly, have
followed the path laid down by the preceding infrastructure of cloud-computing.
For researchers of infrastructure a critical theoretical and methodological challenge
is therefore the question of where to draw the boundaries around an infrastructural
system. Researchers, argues Larkin, must recognise that infrastructures can exist si-
multaneously at many different levels, and that the act of defining an infrastructure
has political and epistemological implications [2013, p.330]. Star, similarly, observes
that infrastructures often have reach beyond a single event, point in time, or physical
site [1999]. The decentralising effect of ML platforms appears to be consistent with
this understanding of infrastructure, as the technological components of ML plat-
forms are geographically dispersed, and dislocated from social components, which
themselves may also be dispersed. Temporally, too, ML platforms operate across
many different scales, from data storage services that may retain training datasets
for many years, through to near instantaneous feedback loops between input data
and live ML models. Drawing the boundaries of ML platforms is a significant re-
search challenge, which we will need to carefully consider in future work.

The second aspect of thinking about infrastructures highlighted by Larkin is their
close connection to our understanding of modernity [2013]. Among the objects that
infrastructures move and support are people and ideas. In doing so, infrastructures
create opportunities for social progress or change, and are often closely tied to no-
tions of modernity and the future. Modern infrastructures — the Internet, railways,
electricity, sewage — come to symbolise modernity itself [Larkin| 2013} p.332]. This
symbolic function is no accident; those who are invested in infrastructures have an
interest in positioning infrastructures as enablers of modernity. Researchers of in-
frastructure, therefore, must study the technical functions of infrastructure, the fu-
tures that these technical functions enable and disable, and the societal dynamics
that infrastructures embody [Larkin, 2013]. Star nuances Larkin’s description of the
connection between modernity and infrastructure. Star describes infrastructures as
""learned as part of membership” [1999, p.381]. Members of a group learn how to use
the infrastructure of the group as part of their membership. Shared use of infras-
tructure reinforces group cohesion. Non-members, meanwhile, will encounter the
infrastructure as something they need to learn to use in order to integrate into the
group. As such, whilst modern infrastructures may symbolise modernity, the more
significant relation is that one’s use of modern infrastructures indicates membership
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in the project of modernity. This conceptualisation of the relationship between infras-
tructures and group membership appears to align closely to the relationship between
ML practitioners and ML platforms. As the refocusing effect of ML platforms trans-
forms the role of ML practitioners, fluency in using ML platforms to develop ML
systems may become part of what defines membership in the ML practitioner group.
'Modern” ML system development may become synonymous with the use of ML
platforms, implying that understanding the ways in which ML platforms imagine
and support ML system development may help us project future directions for the
field of Machine Learning more generally.

The third aspect of thinking about infrastructures highlighted by Larkin is their
"poetic” function [2013]. Larkin draws on linguist Roman Jakobson’s concept of po-
etics (see [1960]), which holds that in some speech acts the palpable qualities of
speech (roughly, sound patterns) have primary importance over representational or
substantive qualities (meaning). Infrastructures, argues Larkin, can have a poetic
function, which is not reflected in the declared intention of those building infrastruc-
tural systems or the technical function of such systems [2013]. Some ML platforms,
for example, incorporate tools that enable ML platform users to assess the perfor-
mance of ML models against formal definitions of fairness (e.g. [Bird et al., |2020;
Amazon, a]). The declared intention behind these tools is to support platform users
to mitigate potential social harms. It may be, however, that these tools serve a poetic
function: they enable ML platform operators to claim they are fulfilling their so-
cial responsibilities. Infrastructures enact the politics of the institutions who develop
them, and can come to represent or reflect key characteristics of their associated insti-
tutions. Researchers of infrastructure, then, must take seriously the aesthetic aspects
of infrastructure. Larkin’s description of the poetics of infrastructure mirrors Jenna
Burrell’s critique of blithe descriptions of algorithms as ‘opaque’, which ignore the
ways the appearance of opaqueness in ML systems can reflect the politics of the
institutions who operate them [2016]. In our research, we intend to consider the po-
etics of ML platforms by critically evaluating how ML platform operators document
and market their platform functions, and contrasting this with the actual use of ML
platforms by practitioners. ML platforms, we assume, may reflect the politics of ML
platform operators and through the centralising, scaling, and refocusing effects dis-
cussed earlier enforce these politics on ML platform users and, by extension, on ML
systems.

For Larkin, the aesthetic aspects of infrastructure include the way infrastructures
may at times appear invisible [2013]. Larkin takes issue here with Star’s description
of infrastructures as ‘invisible’. To Larkin, the various aspects of infrastructure have
a wide range of visibility — the claim that infrastructures are invisible can only ever
be partially valid. Star’s perspective, based on her understanding of infrastructures
as relational, is that for the users of an infrastructure, when that infrastructure is
working normally, the infrastructure itself will appear invisible to users. Star de-
scribes this characteristic of infrastructure as "becoming visible upon breakdown" [1999,
p-382]. The invisibility of infrastructure, in Star’s analysis, is a product of the way in-
frastructures are transparent to use. Infrastructural systems standardise interactions
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between the system, users, and other infrastructures, enabling these interactions to
become transparent, which then causes the system itself to appear invisible to users,
at least when it is functioning properly. Our everyday experience of telecommuni-
cations infrastructure reflects this. When telecommunications networks are working
as intended they make the process of connecting and communicating with another
person transparent and the infrastructure supporting the connection largely unno-
ticeable; but, when the network experiences an outage, our connections suddenly
become difficult to establish or troubleshoot, and the network infrastructure becomes
unavoidably noticeable. Perhaps missing in Star’s analysis of invisibility, however, is
an analysis of the relationship between infrastructure breakdowns and infrastructure
use. In practice, whilst telecommunications networks may work as intended most of
the time, most regular users of the telecommunications network (at least in Australia)
will have many experiences of the network failing. As such, even when the network
is functioning, it is unlikely to be experienced as invisible to users.

As infrastructural systems, ML platforms explicitly standardise interactions be-
tween ML platform users, ML system components, and ML system users. The Hug-
gingFace platform, for example, standardises how ML models and training datasets
are shared between platform users — this standardisation is one of the attractions of
using the platform [HuggingFace]. Larkin and Star’s debate on invisibility is thus
relevant to our understanding of how ML platforms may influence the ethics issues
associated with ML systems: by standardising interactions, ML platforms may en-
able some ethics issues to become transparent (i.e. invisible) to ML platform users.
For instance, the ease with which ML platforms enable ML platform users to de-
ploy pre-trained ML models may render transparent ethics issues associated with
the translation of an ML model from one social context to another. At the same time,
ML platforms may also heighten the visibility of some ethics issues to ML platform
users. For example, the tools for measuring the fairness of ML models which we dis-
cussed early, could help ML platform users more easily identify and act on issues of
bias in their training datasets [Bird et al.,[2020]. As such, in our research we intend to
explore how the design of standardised interactions by ML platform operators may
influence the enactment of ethical considerations by ML platform users.

The final aspect of thinking about infrastructures highlighted by Larkin is their
relationship to our everyday embodied experience [2013]. Infrastructures produce
the ambient conditions that inform our embodied experiences. In doing so, infras-
tructures create our (literal) sense of modernity. See [Shove, 2003] for a description
of how the infrastructures of air-conditioning and modern bathrooms shape our em-
bodied understanding of temperature and cleanliness. As Shove does, Larkin argues
that researchers of infrastructure need to study the material and routine interactions
between infrastructures and people, and the way these interactions shape societal
values and shared concepts. Star similarly describes how infrastructures relate to
conventions of practice [1999, p.381]. Infrastructure is shaped by the conventions of
those who use it, while the infrastructure also shapes those conventions. This un-
derstanding of the co-evolution of infrastructures and conventions of practice helps
nuance our description of the four aspects of ML platforms. Whilst we have de-
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scribed centralising, scaling, refocusing, and decentralising as effects of ML platform
use that originate with the design, structure and services of ML platforms, in our
research it will be important for us to consider whether it may be more appropriate
to conceptualise these effects as the product of the co-evolution of conventions of ML
system development by ML platforms and ML platform users.

Star notes one additional characteristic of infrastructures that does not fit neatly
into Larkin’s four aspects of thinking about infrastructure. Infrastructures are fixed in
modular increments [1999, p.382]. Whilst infrastructures may be presented as coher-
ent, hierarchical structures, they are rarely built or managed in this way. This char-
acteristic highlights a limitation with Larkin’s description of infrastructures: Larkin
largely focuses on describing aspects of thinking about socio-technical systems that
have become infrastructure, which reflects his interest in studying extant infrastruc-
tures. This leaves open, however, the question of how to think about the process by
which socio-technical systems become infrastructures. This question is particularly
salient in the context of ML platforms, as these systems are not fixed. ML platform
operators regularly make new services and features available to ML platform users.
At the same time, new features must integrate with, and build on top of, existing fea-
tures — in this sense, the development of ML platforms follows a pattern of path de-
pendence, whereby the future growth and development of a platform is constrained
by past decisions regarding its design [Bauer and Herder, 2009]. In future work, we
intend to draw on the research of Jean-Christophe Plantin and his co-authors, who
have explored the question of how “platforms” become infrastructure [Plantin et al.,
2018; Plantin and Punathambekar, 2019; Plantin and de Seta), 2019]. K. Sabeel Rah-
man has also sought to understand the regulatory implications of privately owned
‘platforms’ scaling into widely relied on infrastructure [2018], and Anne Helmond
has studied the process by which Facebook has incrementally transformed into criti-
cal media infrastructure [2019; 2015].

Larkin does highlight how systems thinkers have conceptualised the growth and
scaling of infrastructures, drawing on the work of T.P. Hughes [2013, p.330]. Hughes
describes how ’large-scale technical systems’, massive networks of infrastructure,
manifest [1987]. Infrastructures begin as independent technologies with varying
standards (i.e. capacity to interact). Technologies become infrastructures when one
technological system becomes dominant, or when independent systems become a
network with shared standards. In this context, Hughes understands "technologies’
broadly - a financial management system, a design process, as well as physical ob-
jects, are all technologies. A key process, then, is one of adaptation and translation:
a technical system starts in one social context, and as it grows moves into others,
with different conditions, and so must be adapted and translated for that new con-
text. Translation may be technical or social, and although it may appear neutral,
is also often political. In our future work, we intend to consider whether Hughes’
understanding of how infrastructures scale may be relevant to the emergence of ML
platforms as infrastructure for ML system development, and the scaling effect of ML
platforms on ML systems.
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2.3.3 Implementation frameworks

In Section we introduced the concept of implementation frameworks, which we
described as programming languages designed to support engineers to write com-
puter programs. We noted that ML algorithms are operationalised on implementa-
tion frameworks. Implementation frameworks, then, can also be conceptualised as
platforms. Reflecting this conceptualisation, Marc Andreessen, founder of Netscape,
in a blog post analysing Facebook’s Application Programming Interfaces (APIs), pop-
ularised a definition of a platform as a “system that can be reprogrammed and therefore
customized by outside developers — users — and in that way, adapted to countless needs and
niches that the platform’s original developers could not have possibly contemplated, much
less had time to accommodate” [2007]]. Conceptualisation platforms as implementation
frameworks enables authors to focus on the relations between technical components
of platforms and overall platform dynamics. The field of Platform Studies, in par-
ticular, focuses on how implementation frameworks designed to support creative
production are connected to creative works [Bogost and Montfort, 2007]. Com-
puter game systems have been a primary object of study in Platform Studies (e.g.
see [Montfort and Bogost, [2009]).

ML platforms can be conceptualised as implementation frameworks that support
the production of ML systems — indeed, this is often how ML platforms are pre-
sented in computer science literature (e.g. see [Baylor et al., 2017} [Li et al., 2017]).
Adrian Mackenzie reveals the analytical value of this conceptualisation in his study
of the Facebook application programming interface (API) [2019]. Mackenzie argues
that Facebook is an implementation framework in the process of becoming infras-
tructure. Relevantly, he considers how the technical components of Facebook, in
particular its API, are contributing to this transformation. Through analysis of Face-
book’s API documentation and its public code repository, Mackenzie explores how
the programmability — the ability to be customised and expanded — of Facebook’s im-
plementation framework has changed over time, shifting towards enabling program-
ming activities focused on predicting the behaviour of Facebook users. Mackenzie
considers how this shift towards prediction at the level of Facebook’s implementa-
tion framework configures the form of infrastructure Facebook is becoming. In future
work we intend to consider whether Mackenzie’s method of analysis can be applied
to the technical components of ML platforms, and whether doing so may reveal how
ML platforms seek to configure the form of ML systems developed on them. In other
words, we intend to consider whether conceptualising ML platforms as implemen-
tation frameworks can help reveal the mechanisms by which the four effects of ML
platforms we have introduced operate.

In this section we have argued that our study of ML platforms may be enriched
by conceptualising them as two-sided markets, infrastructure, and implementation
frameworks. At the same time, we have sought to demonstrate that, by themselves,
each of these conceptualisations can offer only an incomplete understanding of the
role of ML platforms in supporting ML system development. In the following sec-
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tion, Section we turn our attention to ML systems themselves, and introduce
three ethics issues associated with ML system development.

2.4 Ethics issues associated with ML systems

In the previous two sections, Section 2.2and Section we described ML platforms
in some detail. This literature review is primarily concerned, however, not with ML
platforms as standalone systems, but rather with their relation to the social outcomes
of ML system development and deployment. Our concern is informed by the well
documented ethics issues associated with ML systems — from our perspective it is
the societal significance and pervasiveness of these issues that merits a close scrutiny
of the tools ML practitioners use to develop ML systems. As such, in this section we
introduce some of the known ethics issues associated with ML systems.

We do not aim in this section for a comprehensive review of the literature on
ML ethics issues (see [Mehrabi et al., 2019] and [Barocas et al., 2021b] for these),
rather we aim only to demonstrate that ML systems are associated with significant
ethics issues. We focus, in particular, on issues where we believe ML platforms,
through their use to develop ML systems, are likely to play a significant role in the
manifestation of the issue. In Section [2.5, which follows this section, we use the
context provided in this section to argue for the importance of conceptualising ML
platforms as socio-technical systems. In Section [2.6) we then consider how growing
awareness amongst ML practitioners of ethical issues associated with ML systems is
influencing the way in which practitioners enact ethical considerations during ML
system development. And, in Section [2.7| we review existing fair-ML proposals for
interventions in ML system development, designed to address to the ethics issues
introduced in this section.

The scholarship that has brought the ethics issues we describe below to light is
largely the product of fair-ML researchers, working in North America and Europe
since 2016. In 2016 ProPublica, a United States (US) based publishing site for in-
vestigative journalism, published a detailed account of racial biases against Black
people in an ML system used by many US jurisdictions to predict the risk of re-
cidivism [Angwin et al., 2016; Larson et al., 2016]. The system was incorporated
into COMPAS, a commercial software product developed by Northpointe to support
judges in criminal justice cases to make sentencing decisions. ProPublica’s reporting
on COMPAS gained widespread attention in the news media and prompted pub-
lic policy debate regarding the use of predictive ML systems in the criminal justice
system (e.g. see [Smith, 2016]]). ProPublica’s analysis of COMPAS was critiqued by
Northpointe, who disputed ProPublica’s evidence that the ML system was producing
racially biased outputs [Dieterich et al., 2016]. The controversy regarding COMPAS,
along with other high profile analyses implicating ML systems in biased treatment
of minority populations (e.g. in healthcare see [Obermeyer et al, 2019]), prompted
a concerted effort amongst researchers and investigative journalists concerned with
the social impact of computing to investigate how ML systems were being put to use,
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particularly in the US. From this effort, the fair-ML community has grown [2021al.

Four key texts have been published documenting negative impacts of ML ap-
proaches on individuals and communities, mostly in the US. These texts provide
critical empirical evidence for academic discourse on the ethical issues raised by ML
systems’ integration into contemporary life. In 2016 Cathy O’Neil published Weapons
of Math Destruction, which documents the social harm caused by automated algo-
rithms, many incorporating ML models, deployed in high-stakes decision making
[2016]. In 2018 Virginia Eubanks published Automating inequality, which documents
how ML systems ossify inequitable decision making and resource allocation pro-
cesses in the private and public sectors [2018]. Also in 2018, Safiya Umoja Noble
published Algorithms of oppression, which documents how the algorithmic systems
embedded in search engines reinforce racism [2018]. Finally, in 2019, Ruha Benjamin
published Race after technology, which documents more broadly the relationship be-
tween emerging technologies and white supremacy [2019]. The following section
draws on these four texts.

To the best of our knowledge, for the three ethics issues detailed below there is
no published research on their relation to ML platforms. As such, for each issue,
our description of its relevance to ML platforms is speculative, and based largely on
abductive reasoning informed by publicly accessible information on the features of
popular ML platforms. We hope this speculation, however, is sufficient to demon-
strate that, at least for the ethics issues we describe, their association with ML systems
implies also an association with the ML platforms used to develop such systems. We
also note that the ethics issues associated with ML systems extend well beyond the
three issues we describe below. Among the issues we do not discuss, but that may
be of relevance to ML platforms are: the environmental impact and energy demands
of ML systems [Joler and Crawtford, 2018; Bender et al., 2020; Henderson et al., 2020];
the labor conditions of workers involved in the collection and pre-processing of ML
training datasets [Joler and Crawford, 2018} Kshetri, 2021; [Parekh and Natarajan,
2021]; and, the relationship between ML systems and new forms of commercial prac-
tices [Zuboff, 2020; Srnicek] 2017].

2.4.1 Algorithmic opacity

The empirical evidence documented in the above texts is critical due to the research
challenge of accessing ML systems and particularly the ML algorithms, models and
training data they rely on. This phenomenon is described as “algorithmic opacity” in
the literature [Burrell, 2016; (Christin|, 2020]. Jenna Burrell describes three sources of
opacity in ML systems: opacity due to intentional corporate or state secrecy; opacity
due to technical illiteracy; and, opacity due to the way ML systems operate at scale
[2016].

Corporations or states managing ML systems (ML system operators in the termi-
nology we introduced in Section may wish to ensure the details of their ML
systems, particularly the technical details of how the ML models within their sys-
tems operate, are secret to avoid enabling ML system users to game the system or
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for security reasons [Burrell, |2016]. Additionally, corporate or state secrecy may be
motivated by the desire to avoid regulatory oversight or to retain competitive advan-
tage (see [Pasquale, 2015] for a detailed exploration of corporate motivations and
structures for enforcing algorithmic opacity).

Technical illiteracy amongst ML system users can render the operations of ML
systems opaque to them [Burrell, 2016]. Even where ML system users are trained
in machine learning approaches, technical illiteracy may still be an issue due to
poor code documentation, or to complex ML system structures which make it practi-
cally challenging for even ML practitioners to reverse engineer how an ML system is
functioning [Seaver, 2017]]. These challenges can be particularly acute where an ML
system’s place of development and place of deployment are spatially or culturally
distanced [Sambasivan et al., 2021].

ML systems when operating at scale incorporate heterogeneous and high dimen-
sional data, with ML models producing complex predictions, which can be opaque
to ML system users and ML practitioners [Burrell, 2016]. In theory, argues Burrell,
the complexity of predictions is not an inherent feature of ML systems, but in prac-
tice ML systems are only useful when complex predictions are required [2016, p.5].
Complex predictions are a source of algorithmic opacity because the interplay be-
tween large training datasets, input data, and the operationalised ML algorithm can
be very challenging for humans to comprehend. Fundamentally, the purpose of an
ML model is to learn patterns in data which human minds cannot otherwise ex-
press [Dourish, 2016]. Paul Dourish offers a useful example of this: the engineers at
Twitter can explain how the ML system used to determine trending topics operates,
but cannot explain why specific events are or are not classified as "trending’ [2016].
The challenge of engineering computing systems that are not opaque in this way is
the focus of the Explainable Artificial Intelligence sub-field [Miller, 2019].

Where ML systems are deployed to support the automation of high-stakes deci-
sions, algorithmic opacity can become an ethical issue in two ways: algorithmic opac-
ity can negate the agency of ML system users; and, algorithmic opacity can frustrate
efforts to hold ML system operators and ML system developers accountable for the
outcomes of their systems. Oswald et al. explore these issues in the context of the
Harm Assessment Risk Tool (HART), an ML system developed for a regional police
force in the UK to predict the risk of future offending by arrestees and to inform
decisions regarding enrolling arrestees in a prison diversion program [2018]. The
authors note that the HART system incorporates over 4.2 million interdependent de-
cision points, and as such is opaque due to its operation at scale [2018]. In theory, the
decision points could be made public, so as to enable members of the public to re-
view how the HART system was generating its predictions, but such a review would
take an enormous amount of time and effort. As such, the agency of arrestees who
are subject to predictions of the HART system is diminished, as their lack of ability
to understand how predictions are generated diminishes their capacity to question
or challenge the system’s predictions. The accountability of decision-makers in the
police force is also challenged by the HART system’s opacity: decision-makers who
rely on the HART system’s predictions are not expert ML practitioners, and, simi-
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larly to arrestees, are unable to explain or defend the system’s predictions [Oswald
et al., 2018].

ML platforms can be thought of as tools that moderate the opacity of ML systems.
An ML platform that enables platform users to easily deploy poorly documented pre-
trained ML models may contribute to the profusion of ML systems that are opaque,
because it may be very challenging for an ML system subject or ML practitioner to
determine how such a model is generating its predictions. Conversely, an ML plat-
form that offers platform users tools for visualising how ML models are interpreting
and reacting to inputs might contribute to the development of more explainable and
less opaque ML systems — although, user research on such “interpretability” tools
challenges this assumption [Kaur et al., 2020]. Additionally, Burrell’s third source of
algorithmic opacity, the operation of ML systems at scale, is, in many instances, the
raison d’etre for the existence of ML platforms; ML platforms are fundamentally de-
signed to enable easier development and operation of ML systems at scale. As such,
it seems possible that ML systems which system subjects and users experience as
opaque, like the HART system, are reliant on an ML platform for their development
and operation.

2.4.2 Biased or discriminatory outcomes

Much of the existing data regarding ethics issues associated with ML systems is
drawn from studies of ML system bias or discrimination. In the field of Machine
Learning, bias has a specific meaning and so in discussing these works it is helpful
to distinguish between statistical bias and demographic disparities [Barocas et al., 2021b].
In Machine Learning, statistical bias occurs when an ML model produces estimates
that are systematically different to the true value that the ML model is attempting
to estimate [Barocas et al.| 2021b; Mitchell et al., 2021]. In some contexts, statistical
biases in an ML model can cause an ML system to performs differently for different
social groups in ways that contravene societal expectations. In popular discourse this
might be described as biased or discriminatory performance, but following Barocas
et al., to avoid confusion we prefer the term demographic disparities for describing
such ML system outcomes [2021b].

To illustrate the relationship between statistical bias and demographic disparities,
consider an ML system designed to recognise objects in images. DeVries et al. found
that the object-recognition systems offered by Microsoft, Google, Amazon, IBM and
Clarifai’s ML platforms perform less accurately for household items found in the
houses of people in countries with low average household income than for house-
hold items found in the houses of people in countries with high average household
income [2019]. To collect datasets of images with labelled items to train an object-
recognition system, ML practitioners tend to start with an English-language list of
nouns, which they then search for in online image depositories, such as Flickr [De-
Vries et al., 2019]. An object-recognition systems trained with an image dataset
collected from English-language nouns is likely, however, to be statistically biased
towards items that are well covered by English-language nouns, or to images that
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reflect English-language understandings of such nouns. Some items may simply not
have an English-language noun associated with them, and so will be completely un-
represented in the training dataset and therefore not be accurately recognised by
the object-recognition system. Other items may have language-dependent meanings,
and so will only be partially represented in the training dataset, and only sometimes
recognised by the object-recognition system. When this statistical bias towards items
associated with English-language nouns is contextualised within the global distribu-
tion of the English-language it becomes clear how such object-recognition systems
can have demographically disparate performance. English is more likely to be spo-
ken in countries with high household income than those with low household income,
and therefore the image datasets based on English-language nouns are more likely
to include images of objects found in countries with high household income [DeVries
et al.,|2019]. Were English spoken universally, then whilst the object-recognition sys-
tems might still be said to be statistically biased towards items well covered by the
English-language, such a bias may not produce the demographic disparity.

Several authors have compiled lists of the various types of statistical bias which
can manifest in ML systems (see [Mehrabi et al, 2019; |Silva and Kenney, 2018;
Suresh and Guttag, 2019]). One form of statistical bias particularly relevant to this
research project is representation bias, also sometimes referred to as sampling bias (e.g.
in [Mitchell et al} 2021]). Representation bias occurs when the dataset used to train
an ML model does not adequately represent (i.e. sample) a population that will be
ML system subjects [Mehrabi et al., 2019; Mitchell et al., 2021} Suresh and Guttag,
2019]. Such a model is likely to perform less well for populations under-represented
in the training dataset compared to those who are adequately represented [Suresh
and Guttag, 2019]. Suresh and Guttag identify three sources of representation bias
[2019] — these sources help explain the relationship between representation bias and
disparate demographic performance by ML systems. The first source, as alluded to
above, is when the training dataset does not reflect the target population for the ML
system. A facial recognition model trained on a dataset that is representative of the
United States is likely to have a variety of representation biases if it is deployed in
an ML system to be used in Australia. For population groups in Australia, which
are not in the United States, the facial recognition model is likely to under perform.
The second source is when the target population itself contains under-represented
groups. A facial recognition model trained on a dataset that is an accurate represen-
tation of the Australian population is likely to have representation biases, because
there are sub-populations within Australia who are minorities, such as Aboriginal
and Torres Strait Islander peoples (3.3% of the Australian population, [ABS, 2016]).
For these sub-populations, the facial recognition model will likely under perform
because very few examples of these sub-populations will have been included in the
training dataset. Finally, representation bias can arise if the sampling method used to
develop a training dataset is limited in some way. If the training dataset for a facial
recognition system to be deployed in Australia is drawn from images posted on so-
cial media by accounts located in Australia, then the dataset will be a skewed subset
of the Australian population. Each of these sources of representation bias present
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ethics issues, depending on the context in which an ML system is deployed.

Sub-populations that are the subject of representation biases in datasets may also
be subject to discrimination in their interactions with social institutions, such as po-
lice or schools. When such institutions become ML system operators there is a risk
that representation biases in their training datasets may result in them deploying ML
systems that under-perform for sub-populations that are already experiencing insti-
tutional discrimination. In other words, ML systems may exacerbate the pre-existing
disparate demographic performance of social institutions (see [Perkowitz, 2021] for
a description of this process in the context of policing in the United States and [An-
drejevic and Selwyn, 2020] for a similar description in the context of schooling, also
in the United States). Representation bias is particularly relevant to our exploration
of ML platforms because ML platforms are designed to increase the interoperability
of ML models between different ML systems. ML platforms enable ML practitioners
to make use of pre-trained ML models, and to make their ML models available for
use by other ML practitioners. In doing so, ML platforms may increase the risk of
representation biases occurring in ML system development, as ML models become
abstracted away from their training datasets and deployed in target populations that
may be significantly different from population represented in the training dataset.

Whilst some authors begin their study of bias and discrimination in ML systems
from the perspective of statistical bias, seeking to follow issues of statistical bias in
ML models through to their manifestation as disparate demographic performance in
ML systems, others begin by seeking to understand the impact of disparate demo-
graphic performance of ML systems on ML system subjects. Disparate demographic
performance based on race [Obermeyer et al., 2019], gender [Buolamwini and Gebru,
2018; /Albert and Delano, 2021]], disability [Whittaker et al., 2019], and other features
(e.g. accents [Lima et al., 2019]) has been explored in the fair-ML literature. Al-
gorithmic opacity can exacerbate issues of disparate demographic performance by
making it challenging for those who are impacted to collect evidence establishing
their claims, particularly in terms of demonstrating discriminatory intent (a require-
ment for those seeking legal intervention in many jurisdictions) [Cofone, 2019]. The
cloud-based nature of ML platforms may further compound this issue by spreading
ML system components across servers in multiple jurisdictions, and increasing the
physical and legal distance between ML system subjects and ML system developers
(see [Sambasivan et al., [2021]] for a discussion of this in the context of India).

2.4.3 Normative judgments on contested terms

ML system development often requires ML practitioners to attempt to translate com-
plex social concepts, such as fairness, into mathematical formalisms [Selbst et al.,
2019; |Green and Hu, 2018]. Additionally ML system development often asks ML
practitioners to infer unobservable theoretical constructs, such as teacher effective-
ness, from proxy data [Jacobs and Wallach) 2021]. In both of these cases, ML systems
encode the normative judgments of ML practitioners into their operation, which
can create ethics issues when the judgments of ML practitioners differ from societal
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expectations or when societal expectations change over time, whilst the ML sys-
tem’s encoding of normative judgments remains static [Jacobs and Wallach, 2021].
Additionally, researchers have highlighted the lack of gender and racial diversity
within ML teams in the technology industry and argued that the normative judg-
ments made by ML practitioners often reflect the interests of cis-gendered white
male ML practitioners, rather than the populations who will be ML system sub-
jects [West et al., 2019]. Os Keyes, for example, conducted a comprehensive survey
of human-computer interaction and computer science articles on automatic gender-
detection ML systems and found that these systems overwhelmingly encode a binary
physiological model of gender, which erase transgender people from their conceptu-
alisation of gender [2018]]. The impact of this erasure can be the development of ML
systems which either exclude transgender people, or require transgender people to
conform to the false gender binary in order to interact with the system (see [Albert
and Delano, 2021] for an exploration of how this exclusion manifests in a smart scale
consumer device).

The issue of normative judgments on contested terms may be of relevance to
ML platforms due to the role ML platforms can play in normalising ML system
development practices and in increasing access to pre-trained ML models, which
may increase the reach of the normative judgments encoded in such models. ML
platforms may enable the normative judgments of ML practitioners to scale in unex-
pected ways. Additionally, by surfacing pre-trained ML models that may have been
designed for one socio-political context to ML practitioners in other socio-political
contexts, ML platforms may increase the potential for the normative judgments en-
coded in ML models to be inconsistent with the socio-political context in which the
model is deployed. Alternatively, ML platforms, as centralised repositories for pre-
trained ML models and ML system development practices, could also encode limi-
tations on normative judgments or processes for supporting ML practitioners to be
more reflexive in the judgments they encode in the ML models they develop. To this
end, tools such as Microsoft’s Fairlearn, which is designed to enable ML practitioners
to test their models against multiple definitions of fairness [Bird et al., 2020], could be
integrated into ML platforms. Meaningful integration, however, will need to grapple
with the challenge of training ML platform users in applying the tool [Kaur et al.,
2020].

In this section we introduced three ethics issues prominently associated with ML
systems. In the following section, Section we introduce the concept of socio-
technical systems, and consider how conceptualising ML systems and ML platforms
as socio-technical systems can help reveal the relationship between the ethics issues
discussed here and their manifestation in ML systems developed on ML platforms.
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2.5 Socio-technical systems

In the previous section we introduced three ethical issues associated with ML sys-
tems — algorithmic opacity, biased or discriminatory outcomes, and normative judg-
ments on contested terms — and argued that these issues are also relevant to ML
platforms. In this section we introduce the concept of socio-technical systems, as
a way of conceptualising ML systems that helps reveal the relations between ML
system components, ML practitioners, and ethics issues associated with ML systems.
We also apply the concept of socio-technical systems to ML platforms, using this way
of conceptualising ML platforms to reveal the complex web of relations between ML
systems, ML platforms, ML system users and subjects, and ML platform users.

Our argument in this section draws on a tradition of sociological critique of how
those engaged in the practice of computing research conceptualise the products of
their efforts. This tradition has unfolded in parallel to the last seven decades of com-
puter science research and development. At the core of the critique is the observation
that the practice of computing research often treats computing as a positivist techni-
cal enterprise in which technical components of computing systems are considered
within the boundaries of computing systems, and the legitimate focus of computing
research, whilst social components are considered outside the boundaries of com-
puting systems, and therefore outside the focus of computing research. We start
this section by reviewing two examples of this critique, applied to sub-fields of ar-
tificial intelligence that predate the current machine learning field. We then turn to
examples of this critique from the fair-ML literature. We interpret this literature as
a discourse focused on expanding how ML practitioners understand the social and
technical boundaries of ML systems. We argue that the aim of this literature is to
ensure that the boundaries of ML systems are conceptualised in such a way as to
position ML practitioners as responsible for the ethics issues associated with ML sys-
tems. We conclude by outlining how we conceptualise the system boundaries of ML
platforms, and reviewing the social and technical components that sit within them.

2.5.1 Socio-technical systems in literature preceding fair-ML

An early example of the sociological critique of computing research can be found in
the writings of Norbert Wiener, a mathematician and Al researcher. Wiener, in his
1948 treatise on cybernetics, described the potential for intelligent and autonomous
computing systems to be constructed by modelling the neural structure and pro-
cesses of the human brain — and argued that such systems were of comparable so-
cial significance to the atomic bomb [Wiener, 1961]. Like the atomic bomb, Wiener
claimed that intelligent computing systems could be put to use by humans in both
ethical and unethical pursuits [Turilli, 2008, p.3]. Wiener additionally predicted that
computer technology would reshape society, causing an industrial revolution that
would lead to sweeping changes in human work, organisation, and thought [Bynum,
2001]. Wiener’s argument implicitly treats computing systems as socio-technical sys-
tems — computing systems are intertwined in their social contexts, with the social
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context shaping how computing systems are used and the use of computing systems
similarly shaping the social context itself. In recognition of this, Wiener argued that
scientists, in practicing science, have an ethical responsibility to consider how the
outputs of their scientific activities are likely to be put to use [1947]. In other words,
scientists needed to treat their scientific outputs as socio-technical systems, rather
than as purely technical constructs.

More recently, in the 1990s, Diana Forsythe critiqued the way computer scientists
developing expert systems conceptualised knowledge in an anthropological study
of computer science laboratories in the United States [1993]. Expert systems were
computing systems designed to act as consultants to human decision-makers in spe-
cialist domains by emulating the reasoning of specialists [Duda and Shortliffe, 1983].
Computer scientists developing expert systems attempted to formalise and codify
the reasoning processes of specialists, such as medical doctors when diagnosing a
patient, through a three stage process of information extraction from specialists, or-
dering that information into machine-readable procedures, and developing computer
programs to use these procedures to make classification or other decisions based
on new inputs [Forsythe, 1993]]. Forsythe drew on Susan Leigh Star and Anslem
Strauss’s sociology of work to argue that computer scientists developing expert sys-
tems were attempting to delete the social and cultural context from their construc-
tion of expert knowledge. The computer scientists Forsythe observed treated the
process of information extraction from specialists and ordering of that information
as straightforward, rendering their own role in determining what was codified in
the expert system invisible [1993, p.463]. Further, the computer scientists treated
knowledge itself as a straightforward phenomenon, in which universal formal rules
are consciously applied by experts and where experts” actions perfectly reflect their
logical reasoning (see [Flyvbjerg, [2001] for a similar argument regarding how science
more generally conceptualises knowledge). Forsythe connected this naive treatment
of knowledge to the project of developing expert systems. If computer scientists
were to accept the idea that knowledge is socially contingent, an "outcome of ongo-
ing processes of construction and interpretation”, then their method of developing rules
based expert systems would immediately appear doomed to fail because it was re-
liant on the positivist assumption that knowledge could be abstracted into a static
and coherent set of logical procedures [Forsythe| (1993} p.466]. To improve the func-
tioning of expert systems Forsythe recommended that computer scientists rethink
their conception of knowledge, attend more to the processes of knowledge elicitation
and data-gathering, and reflect on their own power as the definers of expertise” in
the development of expert systems [Forsythe} [1993]. In Forsythe’s argument, like
Wiener’s, computing systems are implicitly conceived of as socio-technical systems.
In the language of socio-technical systems, Forsythe’s argument is that expert sys-
tems should be conceived of as socio-technical systems, whose social components
include the computer scientists developing them, the specialists who knowledge the
systems are attempting to emulate, and the processes of information extraction and
information ordering.
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2.5.2 Socio-technical systems in the fair-ML literature

In the context of Machine Learning, Forsythe’s argument is echoed in the fair-ML
literature, where researchers have conceptualised ML systems as socio-technical sys-
tems, and sought to problematise the construction of "fairness’ by ML practitioners.

Andrew Selbst et al. describe early fair-ML literature as focused on "trying to
engineer fairer and more just machine learning algorithms and models by using fairness itself
as a property of the (black box) system" [2019, p.59]. In this mode of thinking, fairness
is treated as a property of the system in the sense that the objective of the researcher
becomes to develop a definition of fairness that can be expressed as a set of metrics
which can be used to evaluate or constrain the performance of the system. Selbst et
al. argue, however, that in these works the system is bounded too narrowly: only the
machine learning algorithm and model, the inputs, and the outputs are considered,
and any social context surrounding the system is abstracted away. The problem is
that the social context surrounding the system includes information needed to mean-
ingfully conceptualise fairness and to substantively evaluate ML system outcomes.
Issues like fairness, therefore, cannot be usefully discussed without conceptualising
ML systems as socio-technical systems, in which social actors, institutions, and inter-
actions are included within the system boundaries. To treat ML systems as purely
technical systems, in Selbst et al.’s argument, is to make an "abstraction error" [2019].
Selbst et al. conclude that fair-ML research should focus on "the process of determining
where and how to apply technical solutions", such as Machine Learning approaches, to
social problems [2019, p.66].

Ben Green and Salome Viljoen also put forward an argument in favour of concep-
tualising ML systems as socio-technical systems, although they argue specifically for
the inclusion of computer scientists” ways of thinking within the conceptual bound-
aries of ML systems [2020]. The authors focus on the relationship between “algorith-
mic thinking” — the way algorithms are taught and understood - and “algorithmic in-
terventions” — how algorithms are deployed. Green and Viljoen describe algorithmic
thinking as shaping the boundaries of what computer scientists consider relevant
to the development of algorithmic interventions. Green and Viljoen are critical of
“algorithmic formalism’, which they describe as the dominant mode of algorithmic
thinking. Algorithmic formalism is characterised by notions of objectivity and neu-
trality, internalism, and universalism. Formalism as a method, they note, helps pro-
duce analytical clarity, and can help identify solutions to complex problems [Green
and Viljoen, 2020, p.21]. But, failure to recognise the limitations of formalism can
be dangerous. The fundamental limitation is that formalism entails a narrowing of
vision through formal expression of complex concepts which means that formal ap-
proaches must inevitably leave out some elements of the socio-technical context. This
narrowing of vision involves boundary decisions about what is and is not important
or legitimate to the problem and solution, which are inherently value-laden [Midg-
ley et al.,|1998]. The creation of formal solutions is therefore a political act, although
the narrowing of vision itself often makes this hard to see as political considerations
themselves are generally considered difficult to formalise. In response to the limita-
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tions of algorithmic formalism Green and Viljoen argue for developing “algorithmic
realism’ as a complimentary mode of algorithmic thinking for computer scientists
to deploy when considering algorithmic interventions. Algorithmic realism eschews
a focus on the formal attributes of algorithms for a focus on the ways algorithms
materially manifest in everyday life. In doing so, algorithmic realism focuses on how
social context shapes algorithmic interventions, expanding the boundaries of com-
puter systems to include social components, particularly computer scientists and
their ways of thinking, alongside technical components.

2.5.3 ML platforms as socio-technical systems

Green and Viljoen, and Selbst et al. advocate for expanded conceptualisations of ML
systems as socio-technical systems. Their arguments apply also to ML platforms.
Indeed, thinking about ML platforms as socio-technical systems can elucidate limita-
tions in how Green and Viljoen, and Selbst et al. conceptualise ML systems. Apply-
ing Selbst et al.’s argument, a purely technical description of ML platforms abstracts
away the social context surrounding ML platforms. The social context, however, is
needed to explain where and how ML platforms contribute to the development and
management of ML systems, and therefore how ML platforms relate to the ethics
and governance issues associated with ML systems. Applying Green and Viljoen’s
concepts of algorithmic thinking, ML platforms can be seen to reflect the core notions
of algorithmic formalism. ML platforms are designed to be universal, to present ML
platform users with objective and neutral metrics on the performance of ML systems,
to act essentially as technical systems. However, the perspective of algorithmic real-
ism is needed to understand how ML platforms fit into and reconfigure the role of
ML practitioners, and introduce new social components into the process of develop-
ing ML systems. By recognising that ML platforms are socio-technical systems that
support the development and creation of another form of socio-technical system, that
is ML systems, we draw attention to the process of ML system development. In ad-
dition to Selbst et al.’s call for fair-ML to focus on the process of determining where
and how to apply technical solutions, we can add that fair-ML should treat technical
solutions as ongoing processes of creation, and focus on the tools and actors engaged
in this process. And, when the tools and actors engaged in the process of developing
ML systems are brought into focus it becomes clear that Green and Viljoen’s focus on
computer scientists needs nuancing. Whilst computer scientists (ML practitioners in
the nomenclature we introduced in Section[1.2) may be the primary social actors who
interact with ML platforms, the features of ML platforms themselves (e.g. systems
for collaborative work) make it clear that ML system development is a social process
involving numerous actors. It is not clear that all of these actors should be described
flatly as computer scientists, or whether algorithmic formalism is the primary mode
of thinking for all these actors.

By conceptualising ML platforms as socio-technical systems, and placing them
alongside ML systems in our analysis, we hope to bring into sharp relief the pro-
cesses by which ML systems are developed and the contexts in which the ethical
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issues described in Section manifest. We sweep into our conceptualisation of
ML platforms as socio-technical systems the ML practitioners who design and main-
tain the platforms (ML platform developers) and the ML practitioners who are users
of the platforms (ML platform users). Thinking of ML platforms as socio-technical
systems therefore helps reveal the ways in which their boundaries are socially contin-
gent; the social context we are studying will determine who ML platform users are
in that context. Additionally, we can deepen our understanding of the social compo-
nents of ML platforms by paying close attention to the breadth of people who may
be swept into our definitions of ML platform developers and ML platform users.
Clearly, amongst both ML platform developers and ML platform users are com-
puter scientists, software engineers, and data scientists. But, so too are the business
analysts, product managers, compliance managers, user experience designers, and
developer operations specialists who contribute to and shape ML platform design
and maintenance, and ML system development. Finally, by tracing the connections
between these social components and the technical features of ML platforms we can
explore the politics of these technical features — we can consider how ML platforms
embed the social values and structures of those who manufacture and maintain them
in the broader system of ML development, and are embedded in these social values
and structures [Jasanoff, 2004, p.3].

In this section we reviewed how ML systems have been conceptualised as socio-
technical systems, and argued that this conceptualisation is appropriate for ML plat-
forms too. In the following section, Section we discuss how the social compo-
nents of ML platforms — particularly ML platform users — enact ethics considerations
when developing ML systems.

2.6 Enactment

In this section we consider how knowledge of the ethics issues discussed in Sec-
tion 2.4/ may influence the ways in which ML practitioners develop ML systems. We
draw on the conceptualisation of ML systems as socio-technical systems discussed in
the previous section, Section to reflect on how ethics considerations are enacted
by ML practitioners and the tools they use to develop ML systems, in particular ML
platforms. This section is in an early stage of development, and we expect to update
and expand it considerably as our research unfolds. In particular, we hope to collect
empirical evidence of the ways in which ethics issues are considered by ML practi-
tioners, which may validate or invalidate our conceptualisations of this consideration
as a form of enactment. Our data collection plans and research design are described
in Section .11

The etymology of enact speaks to the multiple meanings of enactment. To enact,
historically, has referred to the process of entering a decree into the public record
and also to the performance of a play or role within a play [Hoad, [2003]. In modern
language, to enact may refer to making something law, putting into practice an idea
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or concept, or performing a role [Stevenson, |2010a]. Enactment thus refers to the
process by which something is made law, a concept is put into practice, or a role is
performed [Stevenson, 2010b]. In the context of this research proposal, we use the
term enactment to refer to the process by which ethics considerations are acted out
and made manifest during ML system development, deployment, and management.
Enactment of ethics considerations may include the creation of law’, in the form of
documents that state ethical principles by which ML practitioners intend to abide,
the establishment of processes or methodologies for supporting ML practitioners to
consider specific ethical issues during ML system development or put into practice
documented ethical principles, and the manner in which ML practitioners perform
their roles and duties, both formal and informal. In our research, the performative
aspect of enactment is also relevant, as it points to the potential for competing and
divergent motivations to inform the ways in which ethics considerations are enacted
in technology firms, and it enables us to consider how some enactments of ethics con-
siderations may be primarily performative or instrumental [Bietti, 2020]. Importantly,
it should be noted that the enactment of ethics considerations is an implicit and in-
herent part of ML system development [Turilli, 2008]. In other words, we assume
that all ML system development involves the enactment of ethics considerations, and
seek to understand how enactments differ across different social contexts and how
different enactments may result in different outcomes for ML system subjects.

Whilst, to the best of our knowledge, the concept of enactment has not been
explicitly applied in fair-ML discourse to date, it is reflected in existing fair-ML re-
search on how ML practitioners develop ML systems and engage (or, sometimes, fail
to engage) in ethics considerations. Four recent studies have explored the engineer-
ing practices of ML practitioners, largely through a mix of interviews (N between 11
and 35) and surveys (N between 197 and 267) [Kaur et al., 2020; Holstein et al., 2019;
Orr and Davis), 2020} [Veale et al., 2018].

Kaur et al. explored how ML practitioners at a large technology firm use in-
terpretability tools to support ethics considerations during ML system development
[2020]. Reflecting our conceptualisation of enactment, Kaur et al. describe how ML
practitioners use interpretability tools in their day-to-day work to surface potential
ethical issues, such as bias or under-representation in datasets, and to inform their
considerations for how to mitigate such issues [2020]. Kaur et al. find, however, that
interpretability tools can be misused by ML practitioners; at times ML practitioners
may rely on interpretability tools to enact ethics considerations in ways that align
with their own interests, particularly their interest in deploying ML models they
have developed, rather than in ways that address the substantive ethical issue [2020].
We discuss this study further in our research design section, Section as the con-
textual inquiry method adopted by Kaur et al. may be applicable to our research
project.

Holstein et al. conducted a systematic investigation of the challenges faced by ML
practitioners working in product teams in large technology firms to develop ‘fairer’
ML systems [2019]. Holstein et al. note that the development of ML systems raises
a host of ethics issues, which ML practitioners need to navigate in the course of
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their day-to-day work [2019]. Holstein et al.’s research identifies a number of chal-
lenges facing ML practitioners attempting to enact ethics considerations in a robust
manner, including: support for fairness-aware data collection and curation practices,
processes for conducting audits of ML systems, and frameworks for deciding how
to mitigate or address ethics issues once they are discovered [2019]. Relevantly, Hol-
stein et al. conclude that future fair-ML research should focus on developing tools
and interventions that respond to these challenges, and can be applied by ML prac-
titioners in their day-to-day work to support their enactment of ethics considerations
[2019].

Orr and Davis explored how ML practitioners in a range of organisational set-
tings in Australia attribute responsibility for ethics considerations during ML sys-
tem development [2020]. Orr and Davis’s conceptualisation of the practice of ethics
aligns closely with our description of enactment. They study "ethics as part of prac-
titioners” in-situ processes", noting that practitioners” working definitions of ethical
norms "reveal how ethics manifest into procedures, decisions, and material goods" [Orr and
Davis, 2020, p.2]. Orr and Davis found that the ML practitioners they interviewed
all recognised ethics considerations as a significant part of their work, and were well
aware of instances of ethical failure within ML system development [2020]. Orr and
Davis recognise, however, that ML practitioners enact ethics considerations within
a complex web of relations with other actors and interpret responsibility for ethics
considerations to be dispersed across this web [2020]. Orr and Davis highlight, in
particular, the relationship between actors with the power to set the parameters for
ethics considerations, such as legislators, managers, and clients, and actors with the
expertise to enact ethics considerations during ML system development, ML practi-
tioners themselves [2020]. Orr and Davis’s research highlights that the enactment of
ethics considerations is a social process that occurs through processes of negotiation
between ML practitioners, ML system operators, ML system users and their broader
social context. For our research, this highlights the need for tools and interventions
intended to support the enactment of ethics considerations to be designed in a way
that attends to this complex web of relations.

Finally, Veale et al. investigated how ML practitioners working in public sector
organisations grapple with ethics issues during the development of ML systems in-
tended to support high-stakes decision making [2018]. Veale et al. highlight that ML
practitioners in public sector organisations often have a high degree of awareness
regarding ethical issues associated with ML system development. However, these
practitioners sometimes struggle to enact ethics considerations in ways that engage
with other actors within their organisations, such as senior management or front-
line workers [2018]. Veale et al. conclude that tools and interventions intended to
improve the fairness and accountability of ML systems need to consider "[d]omain-
specific, organisational and contextual factors" [2018, p.10]. This conclusion is salient to
our research as it highlights an inherent challenge in our focus on ML platforms as
sites at which ethics considerations are enacted. ML platforms are effectively domain,
organisation and context agnostic — they are designed to support ML practitioners to
develop ML systems in any domain. As such, a focus in our research will need to
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be on accounting for potential mismatches between assumptions made at the plat-
form level regarding how ML system development occurs and ethics considerations
are enacted by ML platform users, and the reality of ML system development at the
level of ML platform users, working in product teams, to develop specific ML sys-
tems.

In this section we reviewed four studies of how ML practitioners enact ethics con-
siderations in ML system development. These studies have informed proposals by
fair-ML researchers for new tools and interventions designed to support ML practi-
tioners and other actors in their enactment of ethics considerations. In the following
section we consider these proposals.

2.7 Proposals for interventions in the enactment of ethics con-
siderations

In the previous section, Section we conceptualised fair-ML research on ML sys-
tem development as the study of the enactment of ethical considerations by ML
practitioners. The fair-ML community, however, is also highly interventionist and a
substantial portion of fair-ML discourse focuses on proposals for intervening in the
research, design, and management of ML systems, with the aim of supporting more
substantive enactments of ethical considerations so as to avoid the proliferation of
ML systems that contribute to social harms or inequities. In this section we intro-
duce these proposals. We aim to provide an overview of the breadth of proposed
interventions, rather than a detailed or systematic review of them (see [Morley et al.,
2019a; Schiff et al.,[2020] for a more detailed review of proposed interventions). In the
following section, Section [2.8 we consider how these proposed interventions in the
enactment of ethical considerations account for the tools, particularly ML platforms,
used to support ML system development.

We note that much fair-ML research has focused on establishing formal defini-
tions of fairness, which can be used to evaluate the performance of an ML model
(see [Corbett-Davies and Goel, 2018; Mitchell et al., 2021]] for overviews of formal
definitions of fairness, and [Kasy and Abebe, 2020; Jacobs and Wallach, 2021] for cri-
tiques of formal definitions). The work of establishing a formal definition of fairness
can be thought of as an intervention in the enactment of ethical considerations, how-
ever it is not the primary focus of this section or our literature review. This is because
our research is focused on the enactment of ethical considerations in the context of
ML system development, largely in industry settings, such as technology firms. As
such, we focus primarily on interventions that have been designed to be implemented
by actors in these settings. As we discuss below, these interventions, such as audits
and technical tools for assessing fairness, tend to support ML practitioners to apply
formal definitions of fairness in the course of their enactment of ethical considera-
tions, rather than to develop new definitions as an output of their enactment. In
other words, we consider formal definitions of fairness to be one form of input into



44 Literature Review

interventions designed to support the enactment of ethical consideration.

2.7.1  Governance principles

One of the primary modes of enacting ethical considerations in the context of Ma-
chine Learning is the creation of high-level governance principles (often referred
to as Al principles or ethical principles) [Jobin et al., 2019]. Governance principles
have been created and championed by various interested entities, from technology
tirms [Pichai, 2018; ?], to public sector agencies [High-Level Independent Group on
Artificial Intelligence (Al HLEG), 2019], to non-governmental organisation [IEEE,
2019]. Jobin et al. identified and reviewed 84 documents containing governance
principles, produced by organisations primarily in Europe and the United States
[2019]. For an overview of the entities engaged in developing governance principles
see [Schiff et al. 2020]. For an analysis of the contents of the principles contained
within these documents see [Jobin et al., 2019].

Governance principles are normative statements intended to reflect societal ex-
pectations and values, and designed to guide the development of Al technologies,
including ML systems. As such, the documentation of governance principles have
been compared to a Constitution; their role is to provide a foundation for the devel-
opment of practical ethical guidance [Morley et al., 2021]]. Key themes reflected in the
existing body of published governance principles are transparency, justice and fair-
ness, non-maleficence, responsibility, and privacy [Jobin et al., 2019]. These themes
reveal a close connection between the content of governing principles and the ethics
issues associated with ML systems, discussed in Section Concerns regarding
algorithmic opacity, for instance, may result in calls for increased transparency [Felz-
mann et al., 2019]. Similarly, concerns regarding bias and discrimination may result
in calls for clear commitments to justice and fairness [Kasy and Abebe, 2020]. As
enactments of ethical considerations, however, it should be noted that governance
principles are also artifacts that reflect the interests and context of those who create
them. As such, the translation of concern regarding bias and discrimination into gov-
ernance principles focused on fairness has been critiqued as too narrow (see [Kasy
and Abebe, 2020] for a critical examination of the limitations of ‘fairness” as a gover-
nance principle in ML system development).

The fair-ML discourse has highlighted several limitations with the enactment of
ethical considerations through the development of governance principles. First, there
can be considerable challenges in translating high-level principles into practice, and
debate focused on the creation of high-level principles can sometimes obfuscate more
prosaic efforts to establish accountability mechanisms within organisations develop-
ing ML systems [Morley et al., 2021; Baxter et al., 2020]. Second, high-level gover-
nance principles may describe best practice for ML system development in contexts
where no minimum standards exist, further complicating the translation of principles
into practice [Floridi, 2018|]. Third, the creation of governance principles may facil-
itate some ethics discussions whilst forestalling others [Greene et al., 2019]. Where
governance principles are created by an organisation they are likely to reflect the
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fundamental assumptions and business logic of that organisation, even when those
assumptions or logic themselves may be the source of ethics issues [Green, 2021]].
Finally, governance principles may be positioned by the organisations creating them
as universal statements, ignoring the potential for societal expectations or values to
diverge significantly from place to place [Sambasivan et al., 2021]. Given these cri-
tiques, in this research project, whilst we recognise that the creation of governing
principles is an almost ubiquitous form of enactment of ethical considerations by
technology firms, we intend to focus our research efforts on how governing princi-
ples are operationalised in the context of ML system development, rather than how
the principles themselves are established.

2.7.2 Auditing ML systems

To evaluate the alignment of ML system development practices and ML system per-
formance with high-level governance principles, and to hold ML practitioners ac-
countable for the performance of their systems, various audit processes have been
proposed by fair-ML researchers. In general use, an "audit’ is usually understood
to be "an official examination, often conducted by third parties, with mutually agreed-upon
actors, responsibilities, and expectations [Barocas et al 2021a, p.2]. Fair-ML researchers,
however, tend to use the term more broadly to refer to processes that assess an algo-
rithm'’s "impact on the rights and interests of stakeholders, with a corresponding identification
of situations and/or features of the algorithm that give rise to these negative impacts" [Brown
et al|, 2021} p.2]. Audit processes have largely been conceptualised in fair-ML re-
search as either internal, meaning that the process is designed to be run within the
organisation operating an ML system, or external, meaning that the process is de-
signed to be run by a third party, with or without the cooperation of the ML system
operator [Raji et al, 2020; Krafft et al., 2021]. Some audit process proposals have,
however, resisted this dichotomy, and sought to establish processes that are con-
ducted by a mix of internal and external actors [Morley et al., 2021; |Wilson et al.,
2021].

As the definition above indicates, fair-ML audit processes have generally focused
on evaluating algorithms, or more specifically, potential bias or discrimination in the
dataset used to train an ML model and the ML model itself. To do so, fair-ML audit
processes must grapple with issues of algorithmic opacity [Cobbe et al., [2021]]. Both
the training dataset and the ML model may be commercially sensitive, and the train-
ing dataset may contain personal data of ML system subjects. In these contexts, inter-
nal audit processes have been proposed as a workable solution, enabling ML system
operators to provide some level of public assurance regarding the performance of
their ML system, without compromising privacy or commercial interests [Raji et al.,
2020]. However, it is unclear what the utility of an internal audit is, as a tool for
supporting the enactment of ethical considerations, in contexts where there are no
external requirements for the audit process or audit reporting [Rességuier and Ro-
drigues), [2020]. For this reason, fair-ML researchers note that internal audit processes
should be thought of as only one part of a broader suite of tools for supporting, and
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enforcing, substantive enactment of ethical considerations [Raji et al., 2020].

External audit processes have been proposed as a response to algorithmic opac-
ity in contexts where those conducting the audit do not have privileged access to
the training dataset or the ML model, and so must attempt to reverse engineer the
ML model in order to understand potential biases or discrimination in the system’s
performance [Wilson et al., 2021]]. External audit processes systematically probe the
outputs of an ML model through inputs designed to reflect social groups who may
be subjects of the ML model — doing so may reveal that the ML model is biased
in favour or against people from particular social groups [Abebe et al., 2020]. Ex-
ternal audit processes have been used widely in the fair-ML community to analyse
the performance of ML systems deployed in high-stakes domains, such as health-
care [Obermeyer et al,, 2019] or the criminal justice system [Angwin et al., |2016]
(see [Bandy, 2021] for a recent literature review of the biases and discrimination
documented by external audit processes). External audit processes have also been
proposed as tools to empower ML system subjects to participate in the enactment of
ethical considerations regarding ML systems [Kraftt et al., 2021]. It is unclear, how-
ever, how external audit processes relate to the enactment of ethical considerations
by actors within an ML system operator [Raji et al., 2020]. Indeed, a fundamental
challenge for external audit processes is that they are generally designed to be con-
ducted after an ML system has been deployed, and therefore after social harms have
potentially accrued [Morley et al., [2021]].

As tools to support the enactment of ethical considerations, four limitations of
existing proposals for audit processes have been identified in the fair-ML literature.
First, audit processes are single point-in-time snapshots of the performance of ML
systems, but ML systems may be continuously developed and updated, and audit
processes are ill-equipped to make predictions about future performance [Morley
et al., 2021} Raji et al., 2020]. Second, audit processes need to balance ML system
subjects” right to privacy, which may be established by consumer data protection
laws, and ML system operator’s right to protect trade secrets, with the integrity of
the audit [Morley et al., 2021]. Third, the audit process may rely on narrow technical
definitions of fairness, bias or transparency that are unable to account for the full
breadth of potential harms caused by an ML system [Brown et al., 2021]. Fourth, au-
dit processes that focus on evaluating the performance of training datasets and ML
models, in other words the algorithmic components of an ML system, may assume
that ML model outputs are implemented deterministically, and may therefore fail to
consider the role of social components in an ML system, such as ML system users
who inherit and respond to ML model outputs and mediate their impact on ML
system subjects [Brown et al., 2021]. Taken together, these limitations may produce
ML system audits that serve as performative rather than substantive enactments of
ethical considerations (see [Perrow, 2011]] for a similar critique of risk assessment
methodologies). Nonetheless, audit processes are a significant category of interven-
tion in the enactment of ethics considerations due to their adoption by several large
technology firms (e.g. see [Raji et al., 2020] for a description of Google’s internal audit
framework) and incorporation into formal guidelines for public sector deployment
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of ML systems [Morley et al., 2021].

2.7.3 Improving design and development processes

Audit processes generally support the enactment of ethics considerations after the
ML system development process has concluded [Brown et al) 2021]]. Fair-ML re-
searchers have also developed several proposals for interventions in the enactment
of ethics considerations during ML system design and development. Morley et al.
have developed a typology of ethics tools [2019b] that maps proposed interventions
to stages of a classic ML system development framework. A current version of the ty-
pology is maintained at https://tinyurl.com/appliedaiethics. The stages of ML system
development addressed by the typology are: business and use-case development,
system requirements development, data set procurement, building the system, test-
ing the system, deployment, and monitoring [Morley et al., 2019b]. Whilst the scope
of some interventions extends to the entire design and development process (e.g.
see [IEEE) 2019; Richardson et al., 2021} Morley et al., [2021]], in this section we focus
on more narrow interventions in specific stages of ML system design and develop-
ment, as the actual implementation of these in industry has been better documented
in the fair-ML literature.

Two of the most widely cited interventions in the design and development pro-
cess are Datasheets [Gebru et al., 2018] and Model Cards [Mitchell et al., 2019].
These interventions were developed by fair-ML researchers at Google, and have
been implemented by several technology firms, including in the HuggingFace ML
platform [HuggingFace] and the OpenAlI API (accessible at https://beta.openai.com/
with an accredited account). Datasheets and Model Cards are templates for docu-
menting key properties of ML training datasets and ML models. Datasheets docu-
ment the motivations informing the creation of a ML training dataset, the contents,
structure and limitations of a dataset, the process by which data was collected and
curated, any pre-processing of the data that has occured, the intended use of the
dataset, the planned distribution of the dataset, and any planned maintenance of the
dataset [Gebru et al) 2018]. Similarly, Model Cards document the origins of an ML
model, the intended use of the model, factors used to evaluate and design the model,
metrics used to measure model performance, the dataset used to evaluate the model,
the dataset used to train the model, any analysis of the model’s biases, ethical consid-
erations relevant to deploying the model, and caveats on such deployment [Mitchell
et al., 2019]. As such, Datasheets and Model Cards are intended to support ML prac-
titioners to enact ethical considerations during the data set procurement, building
the system, testing the system, and deployment of the system stages of ML system
development. In particular, the interventions are intended to help ML practitioners
developing datasets or ML models to identify and document boundaries in which
the use of a given dataset or ML model is most likely to align with societal values
or expectations — and to support ML practitioners who may become consumers of
such datasets or ML models to make informed decisions about their application [Ge-
bru et al., |2018; Mitchell et al., 2019]]. In this way, Datasheets and Model Cards can
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be thought of as interventions designed to address issues of algorithmic opacity, by
encouraging better documentation during the ML system design and development
process, and normative judgments on contested terms, by encouraging boundary
setting for potential uses of a dataset or ML model.

To the best of our knowledge, whilst the proposals for Datasheets and Model
Cards have been evaluated from the perspective of ease of implementation they have
not been evaluated from the perspective of impact on the outcomes of ML system
design and development. From our perspective, it seems possible that, as tools to
support the enactment of ethical considerations, Datasheets and Model Cards may
be limited in two ways. First, to put it crudely, the purpose of a design process is to
do something — design processes in software engineering are rarely focused on iden-
tifying reasons not to proceed with the development of a software solution [Turilli,
2008], despite the fact that there may be instances where ethical considerations indi-
cate that a software solution is inappropriate [Abebe et al., 2020; Moor, [1979]]. From
this perspective, Datasheets and Model Cards, as interventions that operate within
the design and development process, may enable only a narrow range of ethical con-
siderations to be enacted. Secondly, Datasheets and Model Cards seem to implicitly
assume that the cause of poor or ineffectual enactments of ethical considerations
during ML system design and development is lack of information or support for ML
practitioners. To this end, Gebru et al. describe the value of transparency as "nec-
essary for dataset consumers to be sufficiently well informed that they can select appropriate
datasets for their tasks and avoid unintentional misuse" [2018, p.2]. This assumption po-
sitions ML practitioners as benevolent actors with complete agency over ML system
development. In practice, however, ML practitioners are likely to be influenced by
the social context in which they work, and this social context may include pressures
on ML practitioners to make decisions that amount to intentional misuse. For exam-
ple, ML practitioners may be pressured by their supervisors to use a pre-trained ML
model rather than develop their own model to save development time and costs. In
the Safety Science literature this pressure is described as production pressure, and
is considered a critical challenge to the enactment of safety protocols in organisa-
tional settings [Hinze and Parker, 1978; Wright, 1986; Vaughan, 1989]. From this
perspective, the effectiveness of Datasheets and Model Cards, as interventions that
focus narrowly on the role of ML practitioners, may be constrained by the organi-
sational dynamics within which ML practitioners operate. These limitations inform
the emphasis in our research design on exploring the enactment of ethical consider-
ations by ML practitioners in situ, and on processes for evaluating the effectiveness
of proposed interventions in the enactment of ethical considerations.

2.7.4 Software packages for measuring fairness

In recent years several software packages have been developed to support ML prac-
titioners to enact ethical considerations. These software packages are tools for im-
proving design and development processes, but merit their own description due to
their relationship to ML platforms. In particular, software packages for assessing
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the fairness of an ML model and biases in datasets have been incorporated into
the ML platform operated by Amazon [Simon, 2020] and made open-source by Mi-
crosoft [Bird et al., 2020]. These software packages have also been evaluated by fair-
ML researchers, who find that ML practitioners need training support to robustly
implement them [Holstein et al,, 2019; Kaur et al., 2020].

In future work we intend to closely review existing software packages for enact-
ing ethical considerations. The incorporation of these software packages into ML
platforms highlights the potential significance of ML platforms as sites for the en-
actment of ethics considerations during ML system development. ML platforms
could serve as central distribution points for interventions in the enactment of ethics
considerations. More ambitiously, ML platforms could mandate the use of certain in-
terventions in sensitive use-cases. To this end, the Microsoft Azure platform requires
ML platform users to declare that they have reviewed and will abide by Microsoft’s
Responsible Al guidelines in order to access certain ML systems [Microsoft, b].

In this section we introduced four categories of fair-ML interventions in the en-
actment of ethics considerations. In the following section, Section we consider
how these interventions may be reconciled with the four aspects of ML platforms we
introduced in the opening section of this review, Section

2.8 Applying fair-ML ethics interventions on ML platforms

In the previous section, Section we reviewed four categories of proposed in-
terventions in the enactment of ethical considerations during ML system develop-
ment. These categories were: governing principles; audit processes; interventions
in design and development processes; and, software packages for enacting ethical
ethical considerations. In this section we consider how each of these categories of
proposed fair-ML interventions account for the role of ML platforms in ML system
development. Our analysis in this section is speculative in nature. To the best of
our knowledge, there is no existing fair-ML literature that considers the relationship
between ML platforms and the enactment of ethics considerations by ML practition-
ers. We structure our analysis around the four aspects of ML platforms described
in Section their centralising, scaling, refocusing, and decentralising effects. Our
aim in this section is to demonstrate that ML platforms may complicate the effec-
tiveness of fair-ML interventions in ML system development — a claim we propose to
substantively examine through our future research.

2.8.1 Governing principles and ML platforms

The scope of governing principles adopted by technology firms shifts when those
firms operate large ML platforms. Should the governing principles of a technology
firm extend to constraining the way its ML platform can be used to develop ML
systems?
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The centralising effect of ML platforms empowers ML platform operators to act
in a governance capacity; by extending governing principles to cover ML platform
users, ML platform operators can potentially significantly increase the potential for
governing principles to support widespread enactments of ethics interventions in
ML system development. Meanwhile, the scaling, refocusing, and decentralising ef-
fects of ML platforms may complicate the operationalisation of governing principles.
Governing principles reflect values and interests of the technology firms who cre-
ate them. The scaling effect of ML platforms contributes to the global reach of the
technology firms who operate them. How can governing principles account for the
global scale of ML platforms, and for differences in societal values and expectations
for ML system development from place to place? The refocusing and decentralising
effects, by expanding who can act as an ML practitioner and enabling organisations
of all sizes to develop and deploy ML systems potentially reduces the relevance of
governing principles. Governing principles that only constrain the behaviour of ML
practitioners working at large technology firms may be of little relevance in contexts
where the ML platforms these firm operate enable organisations to ‘shop’ globally for
ML practitioners to engage. In such contexts, it may be that the governing principles
of organisations commissioning the development of ML systems are more significant
for the enactment of ethics considerations than those of organisations providing the
tools to enable ML system development.

2.8.2 Audit processes and ML platforms

The requirements for, and obstacles to, implementing an audit of an ML system likely
change when that system is developed and maintained on an ML platform.

The centralising effect of ML platforms may make it possible for ML platform op-
erators to audit ML systems developed on their platforms. Similarly, the centralising
effect may create new opportunities for external audits by enabling third-parties to
use ML platform APIs to systematically probe ML systems developed on the plat-
form. Indeed, an emerging category of external audit is the cross-platform audit,
where the performance of ML models built into ML platforms is systematically tested
and compared [Isdahl and Gundersen, 2019; |Roy et al., 2019; Kyriakou et al., 2019].
On the other hand, by disaggregating ML system components, the decentralising
effect of ML platforms may make it more challenging for ML system developers to
audit their own systems, and may present new obstacles for third-parties seeking to
access data or technical components needed to complete an external audit process.
Meanwhile, the refocusing effect of ML platforms may increase the importance of
audit processes; ML practitioners who assemble ML systems through combinations
of pre-trained ML models, rather than training their own models, may not be aware
of biases or limitations in training datasets, or may rely on audit reports furnished
by the providers of pre-trained ML models to determine whether their use case is
appropriate. At the same time, such audit reports on pre-trained ML models may
not be able to account for the potential for assembled systems, as a whole, to behave
in unexpected ways. Similarly, the scaling effect of ML platforms also may increase
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the importance of audit processes; ML systems that scale globally will need to grap-
ple with the limitations of how representative the training or evaluation datasets are
of a global population of ML system subjects. Internal audit processes may support
this sort of reflection and enactment of ethical considerations.

2.8.3 Interventions in design and development processes and ML plat-
forms

As we discussed in Section each ML platform envisions the ML system design
and development process occurring in a particular way. When ML practitioners
choose an ML platform they are, in effect, committing to the system design and de-
velopment process around which that platform has been conceived. As such, fair-ML
interventions in design and development processes may be impacted by the degree
to which the overarching design and development process they imagine aligns with
the design and development process envisioned by ML platforms.

The centralising effect ML platforms have on ML system design and development
can facilitate the adoption of fair-ML interventions. The two interventions in the de-
sign and development process we discussed in Section [2.7.3} Datasheets [Gebru et al.|
2018] and Model Cards [Mitchell et all, [2019], for instance have been embedded in
the HuggingFace platform [HuggingFace]. However, the centralising effect of ML
platforms can also diminish the effectiveness of fair-ML interventions. As an illustra-
tive example, the Model Cards template embedded in the HuggingFace platform is
less detailed than the template described by the intervention’s designers. As such, it
may be the case that the way in which HuggingFace has implemented Model Cards
significantly reduces their effectiveness as tools for supporting ML platform users to
enact ethics considerations.

The centralising effect of ML platforms can further enhance the adoption of fair-
ML interventions where those interventions are incorporated in the training materials
produced by ML platform operators. Microsoft’s online learning tools, for instance,
include modules on responsible use and deployment of ML systems and promote
Microsoft’s design guidelines [Microsoft, |c]. Meanwhile, the decentralising effect of
ML platforms may increase the risk that fair-ML interventions in design and devel-
opment processes are misused, or are used only to support limited enactments of
ethics considerations, as ML practitioners may feel that their services are easily re-
placeable, and therefore may be wary of alerting organisations who commission ML
systems to potential ethics issues. Similarly, the scaling effect of ML platforms may
reveal previously unrecognised normative assumptions embodied in fair-ML inter-
ventions in the design and development process, which may limit the contexts in
which proposed interventions can usefully be applied.

2.8.4 Software packages and ML platforms

As we discussed in Section software packages for assessing the fairness of an
ML model and biases in datasets have been incorporated into some ML platforms —
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an example of leveraging the centralising effect of ML platforms to embed fair-ML
interventions in ML system development. Embedding fair-ML software packages
in an ML platform, however, may not result in uptake of the package by ML plat-
form users. Software packages that were originally designed to meet the needs of
ML platform users working within large technology firms may not meet the needs
or be technically accessible to other ML platform user groups. In this regard, the
scaling, refocusing, and decentralising effects of ML platforms may impact software
packages for assessing fairness in the same way they impact fair-ML interventions in
the ML system design and development process; the breadth of ML platform users
and spread of social contexts in which ML platforms are used to develop and deploy
ML systems may reveal previously unrecognised limitations in the effectiveness of a
software package for assessing fairness, particularly in the definitions of fairness that
such a package operationalises.

In this section we considered how fair-ML interventions designed to support the
enactment of ethics considerations may be applied in the context of ML platforms.
We hypothesized that ML platforms may act as sites that support or enhance the
adoption of certain fair-ML interventions, whilst also frustrating or diminishing the
adoption of other interventions. We highlighted, however, a gap in the fair-ML litera-
ture: the evaluation of proposed fair-ML interventions in the context of the tools used
to support ML system development. Our proposed research questions, outlined in
Section [1.3} aim to address this gap. In questions R1a, R1b, and R1c we explore how
ML platforms are used by practitioners to support ML system development. In ques-
tions R2a, R2b, and R2c we then explore how practitioners who use ML platforms
enact ethics considerations during ML system development. Finally, in question R3a
we plan to explore how proposed fair-ML interventions can be evaluated in the con-
text practitioners” use of ML platforms during ML system development.

2.9 Conclusion

Our Literature Review has now come full circle. We began this review by introduc-
ing ML platforms. We argued, in Section that ML platforms are distinguished
by the centralising, scaling, refocusing, and decentralising effects they have on ML
system development. ML platforms centralise the locus of the process of ML system
development in a small number of ML platform operators. The services provided
by ML platforms enable ML systems to rapidly reach global scale, refocus the role
of ML practitioners away from ML system maintenance and towards ML system de-
sign, and decentralise the social and technical components of ML systems. We noted
in this section that, to the best of our knowledge, there have been no public analyses
to date of ML platform users. In Section we looked to literature on other tech-
nical systems that are also sometimes described as “platforms’ — two-sided markets,
infrastructures, and implementation frameworks — to help us conceptualise the role
of ML platforms in supporting and shaping ML system development. We argued
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that these discourses could inform our study of ML platforms, but that, conceptu-
ally, ML platforms did not fit well into their existing treatments of “platforms’. We
thus concluded that the study of ML platforms required new theoretical work.

We then turned our attention to ML systems, and, in particular, to the ethics is-
sues that have been associated with ML system development and deployment. In
Section 2.4 we reviewed three categories of ethics issues associated with ML systems
— algorithmic opacity, biased or discriminatory outcomes, and normative judgments
on contested terms — and argued that the ongoing challenges of addressing these
issues warranted our research focus on the processes and tools used in ML system
development and deployment. In Section 2.5/ we argued that ML systems have been
conceptualised as socio-technical systems in the fair-ML literature, and applied this
conceptualisation to ML platforms too. We concluded that understanding the rela-
tionship between ML platforms, ML platform users, and the ML systems that they
develop may help reveal how the ethics issues associated with ML systems manifest.

We next shifted our attention to the way ML systems are developed. In partic-
ular, in Section we introduced the concept of enactment to describe how ML
practitioners engage, intentionally or unintentionally, in ethical considerations dur-
ing the development of ML systems. We noted that the concept of enactment is not
currently used in fair-ML discourse, although it is consistent with how the discourse
has studied the practice of ML system development. In Section 2.7 we reviewed four
categories of interventions in ML system development, which fair-ML researchers
have proposed to support ML practitioners in their enactment of ethics considera-
tions. For each of these categories of intervention — governing principles, auditing
ML systems, improving design and development processes, and software packages
for measuring fairness — we noted that an ongoing research challenge is evaluating
their effectiveness.

Finally, we returned our focus to ML platforms. In Section 2.8 we considered how
fair-ML proposed interventions account for the role ML platforms play in supporting
ML system development. We noted that, to the best of our knowledge, the fair-ML
discourse has not yet explored the relationship between the enactment of ethical con-
siderations by ML practitioners and their use of ML platforms. Nonetheless, we
reasoned that ML platforms could frustrate or limit the effectiveness of proposed in-
terventions in ML system development, and we argued that such interventions ought
be evaluated in the context of ML system development occurring on ML platforms.

In the following Chapter, Chapter 3| we introduce the conceptual frameworks we
intend to use to explore how ML platforms relate to the enactment of ethics con-
siderations by ML practitioners. In Chapter {4/ we then detail the research questions
we intend to focus on, and the research design we propose to undertake to address
them.
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Chapter 3

Conceptual frameworks

In the preceding chapter, Chapter 2, we developed the argument that ML practi-
tioners enact ethics considerations during their development of ML systems. We
highlighted that the development of ML systems involves the use of complex tools,
particularly ML platforms, and we argued that these tools may influence the ways in
which ethics considerations are enacted. Our focus on the enactment of ethics con-
siderations by ML practitioners thus spans three levels of abstraction, ranging from
a relatively high level to a relatively low level: the enactment of ethics generally; the
enactment of ethics considerations in the context of ML system development; and,
the enactment of ethics considerations in the context of ML system development
occurring on ML platforms.

In this chapter, we outline the conceptual frameworks which inform our under-
standing of each level of abstraction. At the most abstract level of analysis, we draw
on the conceptual framework of discourse ethics to explain our focus on enactment.
At the intermediary level of abstraction, we draw on existing typologies for tools
used to support ML practitioners to enact ethics considerations and a conceptual dis-
tinction between hard ethics and soft ethics. At the lowest level of abstraction, we
draw on the theory of affordance to interpret the relationship between ML platforms
and the enactment of ethics considerations by ML practitioners.

In the chapter that follows this, Chapter |4, we detail our research methodology
and design, which apply the conceptual frameworks detailed here to address the re-
search problem of understanding how ML platform users enact ethics considerations
in the development of ML systems on ML platforms.

3.1 Discourse ethics

At the most abstract level, our research focus is the enactment of ethics. In Sec-
tion of our Literature Review we provided a working definition of enactment,
and reviewed fair-ML literature that has studied the enactment of ethics consider-
ations by ML practitioners. Our focus on the enactment of ethics is informed by
the conceptual framework of discourse ethics, most closely associated with Jiirgen
Habermas [Fultner, 2014]. Discourse ethics is a mode of moral reasoning in which
norms are justified through dialogue between all those who may be impacted by the
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adoption of a norm [Ingram, 2010, p.125]. Whilst a full review of discourse ethics is
beyond the scope of this research proposal (and will need to be undertaken in future
work), two aspects of discourse ethics are particularly relevant.

Firstly, discourse ethics is procedural; discourse ethics does not seek to establish
specific normative claims, but rather conceives of the practice of ethics as a process by
which normative claims can be evaluated [Metselaar and Widdershoven, 2016]. This
conception of ethics explains our focus on the enactment of ethics considerations by
ML practitioners. We hold that the processes by which ML practitioners reflect, dis-
cuss, debate, and reach consensus on ethical dilemmas is of vital importance to the
moral resolution of such dilemmas. We note, however, as the studies of enactment
reviewed in Section 2.6/ demonstrate, that in practice these processes may be infor-
mal and partial, or may unfold without ML practitioners ever recognising them as
conscious enactments of ethics considerations. In other words, we assume that eth-
ical dilemmas are unavoidable in ML system development, and as such ML system
development necessitates their resolution, whether that resolution occurs through
formal processes designed to support ethics considerations, or implicitly through the
day-to-day processes of ML system development. Accordingly, we must study both
the artefacts created to document ethics considerations — statements of Al principles,
audit reports, checklists, notes in computer code, and so on — and the process of
ethics consideration too. We must also avoid a priori assumptions regarding where
within the process of developing ML systems do ethics consideration occur, or in
what artefacts such processes may be documented.

Secondly, discourse ethics accepts that possibility of universal norms and pro-
vides procedural guidance for their ethical establishment [Fultner, 2014]. Habermas’s
universalization principle states that a norm is valid when " the foreseeable consequences
and side-effects of its general observance for the interests and value-orientations of each in-
dividual could be jointly accepted by all those affected without coercion" [Fultner, 2014,
p-120]. Given the defining feature of an universal norm is the breadth of its applica-
tion, and the universalization principle’s requirement that all those affected are able
to participate in debate, discourse ethics proposes a very high procedural standard
for justifying claims to universality [Mingers, 2011]. This conception of universal
norms helps explain our focus on ML platforms as important sites for the enactment
of ethics considerations by ML practitioners. As we discuss in Section ML plat-
forms are critical infrastructure for ML system development, and have a centralising
effect on that development. As such, decisions made regarding the design of ML
platforms have an universal aspect to them — they directly impact all ML platform
users and indirectly impact all ML system subjects. Where such decisions are norma-
tive in nature they therefore merit the sort of close scrutiny envisioned by discourse
ethics.
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3.2 Frameworks for conceptualising ethics interventions

At a lower level of abstraction, our research focus is on the enactment of ethics in
the context of ML system development. In this context, the enactment of ethics con-
siderations is often facilitated by various interventions (see Section [2.7| for a review
of some of these). At this level of analysis, we draw on Morley et al.’s typology
of ethics interventions [2019b] and Luciano Floridi’s framework for distinguishing
between soft ethics and hard ethics [2018].

Morley et al.’s typology maps existing fair-ML proposals for interventions in ML
system development to stages of a classic ML system development framework, and
to different categories of ethics considerations. A current version of the typology is
maintained at https://tinyurl.com/appliedaiethics. The typology is intended to help
ML practitioners identify specific tools and methodologies they can use to support
their enactment of ethics considerations and to help researchers to identify opportu-
nities for the development of new ethics interventions [Morley et al., 2019b]]. To this
end, Morley et al. describe the interventions indexed by their typology as "a prag-
matic version of Habermas'’s discourse ethics" [2019b} p.2152]. The use of a given ethics
intervention does not guarantee a particular "ethical” outcome, but rather can facili-
tate dialogue aimed towards establishing just norms for the development of a given
technology. We intend to use Morley et al.’s typology to conceptualise the space of
potential ethics interventions, and to inform the development of our own prototype
tool.

Floridi’s conceptualisation of soft ethics and hard ethics enables us to expand our
conceptualisation of the enactment of ethics considerations beyond the application of
ethics interventions. Applied ethics, argues Floridi, must grapple with the establish-
ment of minimum standards of conduct and with best practice [2018]. Hard ethics is
the realm of minimum standards, and is focused on the development of regulations
and laws that specify and enforce minimum standards. Soft ethics is the realm of
best practice, and is focused on the development of standards of conduct that go
above and beyond those required by law. Floridi notes that the effective and just ap-
plication of soft ethics depends on an appropriate foundation of hard ethics [2018].
Floridi’s conceptualisation of soft and hard ethics also sits comfortably within the
frame of discourse ethics; the regulations and laws of hard ethics can be compared
to universal norms, and as such the procedural guidance offered by discourse ethics
for justifying universal norms can be used to inform the practice of hard ethics. We
intend to use Floridi’s conceptualisation of soft and hard ethics to inform our explo-
ration of the effectiveness of different ethics interventions at supporting meaningful
enactment of ethics considerations. In particular, we will consider how to account
for different soft ethics and hard ethics contexts in the evaluation of an ethics tool.

3.3 Affordance

Our specific object of study are ML platforms, and our subject of study are, in the
first instance, the ML practitioners that use them to develop ML systems. At this
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level of analysis we use the concept of affordance to interpret the relationship be-
tween ML platforms and ML practitioners. The affordances of an object are the link
between the object’s features or properties, and the outcomes of the object’s use by
subjects [Davis, |2020]. These links are conceptualised as "relational processes among
users, designers, environments, and things" [Davis and Chouinard), 2016, p.2]. By recog-
nising that both the materiality of objects and the human agency of subjects influence
how affordances manifest in social contexts, the concept of affordance enables us to
describe the way that an object enables and constraints its subjects, without assum-
ing a deterministic relationship between the two [Davis and Chouinard, 2016; Davis,
2020]. Importantly, affordances are understood to be variable, rather than binary;
affordances make certain outcomes easier or harder for subjects to achieve through
use of the object, but do not necessitate a particular outcome [Davis and Chouinard,
2016]. In the context of ML platforms, we intend to explore how the particular design
and features of an ML platform, in relationship with social, political, cultural, and
economic context in which the ML platform is used by ML practitioners, facilitate
easier and more substantive enactment of some ethics considerations, whilst obfus-
cating or frustrating the enactment of other ethics considerations. For example, as
we discussed in Section several ML platforms offer ML practitioners access to
pre-trained ML models, which afford practitioners new modes of ML system devel-
opment. The use of pre-trained ML models, however, may make it more challenging
for practitioners to develop ML systems that are transparent to their system subjects,
thereby also affording new forms of algorithmic opacity.

To provide theoretical and conceptual support for our exploration we intend to
draw on Jenny Davis’s work on the operationalisation of affordances [2020]. Davis
describes mechanisms for how affordances link the features of technological objects
to the outcomes of their use by subjects, and conditions by which affordances vary
across different subjects and contexts. We note that other authors have conceptu-
alised affordances differently (e.g. see [Robert et al., 2020], who apply a more narrow
understanding of affordances as the ways an individual perceives and interacts with
a system) and intend to explore these different perspectives in the course of our
research. Davis proposes six mechanisms that contribute to the operationalisation
of affordances: request, demand, encourage, discourage, refuse, and allow [2016; 2020].
These mechanisms are intended to serve as a tool to support critical analysis, rather
than as a taxonomy of the features of technological objects — in other words, technical
features do not correspond to just one mechanism, but rather each mechanism can
reveal different aspects of a technical feature [Davis, |2020].

Requests and demands are mechanisms by which technological objects seek to
direct how user-subjects interact with them. Technological objects request certain
courses of action when they exhibit a preference for some actions over others; they
demand certain courses of action when those courses are presented as the only pos-
sible actions for user-subjects to take. The HuggingFace ML platform, for instance,
does not demand that users create a Model Card (a form of documentation), but does
request this course of action by including prompts to complete a Model Card in the
user interface for uploading a new ML model (see Section for a description of
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Model Cards). It should be noted, however, that whilst at the point of interaction
between technological object and user-subject, requests and demands originate with
the technological object, they are still socially constructed. Requests and demands are
the end result of decisions made by system designers, and express their assump-
tions, values, and politics. Davis’s conceptualisation of affordances is thus consistent
with our description of ML platforms as socio-technical systems (see Section [2.5).
Encourage, discourage, and refuse are mechanisms by which technological objects re-
spond to the actions of user-subjects. Technological objects encourage certain actions
by making them easy, or obvious, for user-subjects to complete and discourage oth-
ers by making them hard or non-obvious to complete. Additionally, technological
objects refuse certain actions when those actions are impossible or implausible for
user-subjects to complete. Encourage, discourage, and refuse cover similar conceptual
ground to request and demand, although shift the starting point of analysis from the
materiality of the technical object to the action of the user-subject. Returning to the
HuggingFace ML platform, should a practitioner who is uploading a trained ML
model onto the platform wish to limit how other practitioners can use the model,
perhaps to prevent the ML model being deployed in certain use cases, then they will
find that the platform discourages them from doing so. The HuggingFace ML plat-
form discourages practitioners from attempting to restrict how their uploaded models
can be used by providing them with only two sharing options when they upload a
new model: public or private. Thus practitioners can only choose between making
their ML model available to every HuggingFace ML platform user, or none. It should
also be noted, that technological objects are dynamic; actions that were once refused
may become encouraged, actions that were once encouraged may become discouraged,
and so on. The final mechanism, allow, refers to actions that technological objects
neither encourage or discourage, request or demand. The HuggingFace ML platform
allows platform users to access any dataset offered by the platform. Datasets are pre-
sented neutrally: the HuggingFace ML platform does not rate or review datasets,
does not encourage platform users to download particular datasets or discourage plat-
form users from downloading others. Davis notes that setting boundaries for the
actions that technical objects allow users to take is often one of the most politically
charged and challenging decisions for system designers [2020].

Davis proposes three factors that influence the conditions by which affordances
vary across different subjects and contexts: perception, dexterity, and cultural and in-
stitutional legitimacy [2016 2020]. Each factor reflects a different aspect of the agency
of subjects, and shapes how the affordances of technical objects manifest differently
across different social contexts. Perception refers to "the extent to which a subject is
aware of an object’s functionality" [Davis, 2020, p.91]. In effect, perception is required
for an affordance to manifest in a particular social context; without perception, the
material functionality of an object is useless to the subject. Perception, alone, is insuf-
ficient. The subject must also possess dexterity, the capacity to "enact the functions of
an object" [Davis, 2020, p.94]. Dexterity influences which mechanisms of affordance
a subject experiences when they interact with a technical object. An expert user,
with a deep understanding of an object’s technical functionality, may experience a
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technical object as discouraging certain actions, whilst a novice user might experi-
ence the object as refusing the same actions. As this example makes clear, dexterity,
and perception, are not fixed or innate characteristics of subjects, but rather reflect the
nature of subject-object relations at a point in time. Lastly, cultural and institutional
legitimacy refers to the "way one’s location within the larger social structure and the related
norms, values, rules, and laws of a social system inform human-technology relations" [Davis,
2020, p.97]. A subject’s cultural and institutional legitimacy can expand or narrow the
scope of what is allowed within a particular subject-object relation, and reconfigure
whether actions are encouraged, discouraged, or refused. Thus, while a technical
object may appear to treat users as a single homogeneous group, the affordances of
a technical object are very rarely consistent across all users [Davis| 2020].

For the purposes of our research, Davis’s conceptualisation of the mechanisms
and conditions of affordance is crucial in enabling us to critically examine the rela-
tionship between ML platforms and ML platform users without assuming that ML
platform users are an homogeneous group. The conditions of affordance provide a
theoretical framework for exploring how ML platform users across different social
contexts may relate to technical features of ML platforms differently, and thereby
enact ethics considerations differently. The mechanisms of affordance, meanwhile,
provide a theoretical framework for structuring our analysis of ML platform features
themselves. In other words, the mechanisms of affordance provide a framework for
expanding our analysis of the services offered by ML platforms, which we intro-
duced in Section whilst the conditions of affordance provide a conceptual and
operational framework for deepening the analysis of ML platform user groups we
undertook in Section

In this Chapter we reviewed the three levels of analysis that are implied by our re-
search problem — the enactment of ethics considerations in ML system development
on ML platforms. For each level of analysis we introduced a conceptual framework
that we intend to use to inform our analysis and structure our research. In the follow-
ing chapter, Chapter [}, we discuss our methodological approach and introduce our
proposed research design. When discussing our research design we will highlight, in
particular, where the conceptual frameworks introduced in this Chapter have shaped
our research decisions.
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Research methodology

In this chapter, in response to the research questions outlined in Section we pro-
pose a three-phase sequential study [Teddlie and Tashakkori,[2009]. In Section 4.1 we
discuss the theoretical and philosophical underpinnings of this research design. In
Section [4.2| we describe our proposed research questions and the three phases of our
research design in detail. In Section [4.3| we discuss issues of validity. In Section
we describe the ethics considerations that have informed our research design, and in
Section [4.5|we describe the limitations of our proposed research design. In the chap-
ter that follows this, Chapter [5| we detail our work plan for undertaking the research
activities we describe in Section

In the following sections we follow Teddlie and Tashakkori’s distinctions between
research paradigms, research methodology, and research methods [2009]. A research
paradigm is a "worldview, complete with the assumptions that are associated with that
view" [Mertens, 2003, p.139]. A research paradigm informs how researchers select re-
search questions and the processes they use to answer them [Teddlie and Tashakkori,
2009]. The worldview offered by a research paradigm extends to philosophical ques-
tions (e.g. the nature of reality) and sociopolitical issues (e.g. whose interests should
the research inquiry serve) associated with research [Teddlie and Tashakkori, 2009].
A research methodology is informed by a research paradigm, but is not the same thing;
a research methodology is a "broad approach to scientific inquiry specifying how research
questions should be asked and answered" [Teddlie and Tashakkori, 2009, p.27]. A re-
search methodology therefore reflects a researcher’s worldview and philosophical po-
sitions, and extends these to apply to issues associated with the design and conduct
of research, such as criteria for selecting research methods and evaluating research
quality [Teddlie and Tashakkori, 2009]. Research methods are "specific strategies and
procedures for implementing research design", and reflect the research methodology held
by the researcher [Teddlie and Tashakkori, 2009, p.27].

4.1 The methodology of mixed methods

Mixed methods is a methodology whereby the "investigator collects and analyzes data,
integrates the findings, and draws inferences using both qualitative and quantitative ap-
proaches or methods in a single study or a program of inquiry" [Tashakkori and Creswell,

61



62 Research methodology

2007, p.4]. As such, mixed methods researchers aim to use qualitative (QUAL) and
quantitative (QUAN) methods to reveal a deeper understanding of the object of
study than may be possible with either approach alone [Creswell, 1999; [Edmonds
and Kennedy, 2020; Schoonenboom and Johnson, 2017]. Whilst the research design
we introduce in Section 4.2| primarily adopts QUAL methods, with QUAN methods
suggested as alternative or complementary data collection and analysis strategies,
we locate the design within the context of mixed methods research due to the fact
that mixed methods methodology has informed our research design choices.

Mixed methods researchers often adopt a pragmatist research paradigm, eschew-
ing steadfast commitments to particular methodological approaches in favour of
a commitment to using the methodological approaches that work best for the re-
search question under investigation [Teddlie and Tashakkori, 2009]. Alternatively,
some mixed methods researchers adopt a transformative paradigm [Mertens, 2007],
in which methodological approaches are selected on the basis of their capacity to sup-
port those who have been historically marginalised to participate in the research [Jack;
son et al., 2018]]. In this research proposal we adopt the pragmatist research paradigm.
In this section we briefly describe and defend our adoption of the pragmatist research
paradigm.

Pragmatism, as a research paradigm, "offers a practical and outcome-orientated method
of inquiry that is based on action and leads, iteratively, to further action and the elimination
of doubt" [Johnson and Onwuegbuzie, 2004, p.17]. The pragmatist paradigm distin-
guishes itself by focusing on the relative and contextual strengths of QUAN and
QUAL research methodologies, and on how these strengths can be synthesised in
response to the research questions under study [Teddlie and Tashakkori, 2009; Ed-
monds and Kennedy, 2020]. The practical, outcome-orientated, and iterative aspects
of the pragmatist paradigm align closely with the software engineering practices of
ML platform users. Software engineering is an iterative and outcome-orientated pro-
cess, with software engineers trained to adopt a practical approach to problem solv-
ing and systems development, using both inductive and deductive reasoning to sup-
port systems development [Kruchten et al., 2019]. Further, ML platforms themselves
are dynamic objects of study; the technical features and interfaces of ML platforms
are rapidly evolving, as to are the social and infrastructural import of ML platforms.
ML systems, similarly, are far from static; best practice in ML system design is fast
changing, both as new ML technologies emerge and new use cases are identified.
The pragmatist paradigm’s acceptance of QUAL and QUAN methods, and its recog-
nition of the social nature of research, enables the development of a research design
that can respond to these ongoing changes in the objects of study. Additionally, as
we hope through this research to improve the fair-ML community’s conceptual and
empirical understanding of ML platform users’ engineering practices, and to influ-
ence the practices themselves, we can enhance the potential impact of our research
by ensuring that the paradigm we adopt in designing our research can be reconciled
with the paradigm implicitly adopted by ML platform users.

The pragmatist paradigm is particularly reflected in fair-ML literature focused
on establishing the need for an inter-disciplinary approach to studying ML systems.
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Abigail Jacobs and Hanna Wallach advocate for incorporating the concept of mea-
surement modelling, which originates in the quantitative social sciences, into the field
of computer science as a means of supporting fair-ML researchers to analyse fairness
in computational systems [2021]. The structure of Jacobs and Wallach’s argument
reflects the pragmatist paradigm. They begin by observing a shortcoming in exist-
ing fair-ML research: the failure to recognise the potential for a mismatch between
a theoretical understanding of an unobservable construct, such as teacher effective-
ness, and its operationalisation in a measurement model based on observable proxy,
such as student performance on exams [Jacobs and Wallach, 2021]. After illustrat-
ing the impact of this shortcoming, Jacobs and Wallach then introduce measurement
modelling as a new conceptual tool that has proven to ‘'work’ to address the short-
coming in other academic disciplines [2021]. Ben Green and Salomé Viljoen draw
on two contrasting strands of legal scholarship, legal formalism and legal realism, to
critique dominant modes of thinking about algorithms in computer science [2020].
The algorithmic realism that Green and Viljoen advocate for echoes the pragmatist
paradigm: formal notions of objectivity and neutrality are supplanted with " reflexive
political consciousness", and claims to universalism are supplanted with " contextual-
ism" and recognition of the "complexity and fluidity of the social world" [2020, p.20].
Finally, the pragmatist paradigm is also implicit in some fair-ML studies where only
a QUAL or QUAN method has been used to explore a propose intervention in ML
system design. In these studies, in their analysis of the limitations of their work,
researchers’ have noted the value of a complementary study (i.e. a QUAN follow up
to a QUAL study, or vice versa) [Harrison et al., 2020; |[Richardson et al., 2021]. We
therefore conclude that, from the perspective of the fair-ML research community, it
is reasonable for us to adopt the pragmatist paradigm in this research project.

Adopting the pragmatist paradigm, however, does not directly necessitate a mixed
methods research design. Rather, the pragmatist paradigm necessitates reflection on
the research questions to be focused on in a study, and creates the possibility that a
researcher may conclude that their research questions will best be answered through
a mixed methods research design [Ieddlie and Tashakkori, 2009]. Reflecting the
pragmatist paradigm’s focus on developing research methods that are responsive to
the research questions to be focused on in the study, Teddlie and Tashakkori [2009]
and DeCuir-Gunby and Schutz [2017] both list several aspects of research questions
which may indicate that a mixed methods research design is appropriate. Relevantly,
to the research questions focused on in this proposal, these aspects include:

* Where research questions are both confirmatory and exploratory in nature,
both QUAN and QUAL research methods can enable a researcher to develop a
more holistic response to the research questions [Ieddlie and Tashakkori, 2009,
p-37]. QUAN methods enable a greater degree of generalisability, and as such
are more effective at responding to confirmatory questions than QUAL meth-
ods [Teddlie and Tashakkori, 2009; DeCuir-Gunby and Schutz, 2017]. QUAL
methods can enable participant voice, and in-depth analysis of participant
actions, and as such are more effective at responding to exploratory ques-
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tions [DeCuir-Gunby and Schutz, 2017]. The research questions focused on
in our proposal are both confirmatory and exploratory in nature. We seek to
establish that ML platform users are enacting ethics considerations as they de-
velop ML systems on ML platforms, and seek to understand how ML platform
users, their enactment of ethics considerations, and the development of ML
systems are interrelated and impact each other.

Where research questions are focused on examining a complex problem or so-
cial phenomenon, the use of QUAN and QUAL research methods can enable
a researcher to incorporate more perspectives into their analysis of the phe-
nomenon [DeCuir-Gunby and Schutz, 2017]. QUAN methods can be used to
collect data on how a complex problem manifests at a population level, whilst
QUAL methods can be used to explore how the problem relates to particular
sub-populations [Teddlie and Tashakkori, |2009]. The research questions pro-
posed for this study reflect an interest in how ML platform users generally in-
teract with ML platforms, and also in how particular ML platform user groups
enact ethical considerations during their interactions with ML platforms.

Additionally, where the social phenomenon to be studied are potentially con-
tested, the use of QUAN and QUAL research methods can create opportunity
for greater divergence of views to be reflected in data collected [Teddlie and
Tashakkori, [2009; |Schoonenboom and Johnson, [2017]]. QUAL research methods
may reveal limitations in QUAN data collection, for instance, highlighting the
potential for alternate interpretations of the phenomenon [DeCuir-Gunby and
Schutz, 2017]]. The research questions proposed for this study probe ML plat-
form users’ enactment of ethics considerations, in a social context where there
may be significant personal consequences for platform users who fail to ad-
dress ethical issues associated with the ML systems they develop. As such, it is
possible that data collected through either QUAN or QUAL methods may not
reflect ML platform users’ true (and potentially limited) enactment of ethical
considerations. Using both QUAN and QUAL, however, increases the possibil-
ity for divergent views to be collected and therefore for more nuanced analysis
of the research questions.

Given our pragmatist perspective, and the nature of our research questions, we there-
fore begin our research design from the assumption that a mixed methods study may
be most appropriate. In the following section we describe our research design, and
the reasoning justifying it.

4.2 Research design

In response to the research questions we introduced in Section and reflecting the
pragmatist paradigm we outlined in Section we propose to undertake a three-
phase sequential study [Teddlie and Tashakkori, 2009]]. In this section we describe
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each phase of our proposed research design. As there is significant uncertainty re-
garding the impact of COVID-19 restrictions on our capacity to undertake certain
data collection methods, and, additionally, as some of the data collection methods
proposed may require support of ML platform operators, for phases one and two we
describe preferred and alternative data collection methods.

Numerous typologies of mixed methods research designs have been proposed
(e.g. see [Creswell et al., 2006; Teddlie and Tashakkori, 2006]]). As discussed in Sec-
tion|4.1} a core tenet of the pragmatic paradigm is that research designs should follow
research questions. Given this, an exhaustive typology of mixed methods research is
not possible — as creating one would require, first, an exhaustive typology of research
questions [Ieddlie and Tashakkori, 2009, p.125]. Accordingly, the role of a typology
in the research design process is to support the researcher to reflect on the most
appropriate research design for their research questions, rather than to constrain the
researcher to selecting from a pre-determined list of design structures [Edmonds and
Kennedy, 2020]. To inform the research design used in this proposal we draw on the
typology provided in [Ieddlie and Tashakkori, 2009] as it is relatively recent and
intended to inform research design choices. We note this typology extends to cover
QUAL, QUAN and mixed methods research designs, although because its primary
focus is on enabling researchers to develop mixed methods designs it is referred to
as a mixed methods typology.

H Design Type H Monostrand Designs | Multistrand Designs H

Monomethod Monomethod monos- | Monomethod multi-
designs trand designs strand designs
Mixed meth- || Quasi-mixed monos- | Mixed methods multi-
ods designs trand designs strand designs

Table 4.1: Reproduction of mixed methods typology in [Teddlie and Tashakkori, 2009,
p-130]

Teddlie and Tashakkori’s mixed methods typology conceptualise different mixed
methods research designs in a two-dimensional matrix, with four decision points
for researchers [2009]. The matrix is reproduced in Table The horizontal axis
in the matrix distinguishes between single phase and multi-phase research designs
(labelled ‘'monostrand” and ‘'multistrand” in the matrix). The vertical axis in the ma-
trix distinguishes between single method and mixed methods research designs (la-
belled ‘monomethod” and ‘mixed methods’ in the matrix). The initial two decisions
for researchers using Teddlie and Tashakkori’s typology, then, are to determine the
number of methodological approaches and number of phases to be employed in the
research design — these decisions determine which cell within the matrix is most
relevant [2009].

The overall focus of this research proposal is the problem of understanding how
ML platform users enact ethics considerations in the development of ML systems
on ML platforms. Our proposed research questions conceptualise this problem as
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having three components:

* ML platforms: who are ML platform users? how does the use of ML platforms
reconfigure the practice of ML system development?

¢ The enactment of ethics considerations: how do ML platform users enact ethics
considerations? what form do ethics considerations take? and, how does en-
actment of ethics considerations impact ML system development?

¢ The evaluation of interventions supporting the enactment of ethics considera-
tions: how can proposed fair-ML interventions designed for ML platform users
to deploy in their enactment of ethics considerations be evaluated?

These three components imply a three-phase study, with phase one focused on
ML platforms and ML platform users, phase two focused on the enactment of ethics
considerations, and phase three focused on the evaluation of interventions in the en-
actment of ethics considerations. Below we describe the specific research questions
associated with each phase of the study, and for each question discuss whether a
QUAL or QUAN method is appropriate. We conclude that in each phase a QUAL
method is most likely to be appropriate. We note, however, that depending on the
success of our participant recruitment efforts, and decisions regarding the breadth of
ML platforms to study in phase one, QUAN methods may also need to be consid-
ered. Accordingly, our proposed research design might be described, in Teddlie and
Tashakkori’s typology, as a quasi-mixed multistrand design [2009].

Each cell in the mixed method typology matrix contains within it a wide range
of different research designs. To help distinguish between these different designs,
Teddlie and Tashakkori use two additional criteria, which offer researchers two addi-
tional decision points [2009]. The additional criteria are: the type of implementation
process to be used; and, the point of integration between QUAL and QUAN ap-
proaches.

The implementation process refers to the process by which the research phases
will be conducted. Teddle and Tashakkori identify four different types of implemen-
tation process: parallel, sequential, conversion, and multilevel [2009, p.131]. Mul-
tilevel processes relate to processes designed to support collection of QUAN and
QUAL data from multiple levels within an hierarchical social structure, such as a
large organisation or social institution [Teddlie and Tashakkori, 2009]. Multilevel
processes are not relevant to this research project, as we are focused on a broad cat-
egory of ML practitioners, rather than a single organisational setting. Conversion
processes use a research method whereby QUAN data is converted into QUAL data
for analysis (qualitizing) or QUAL data is converted into QUAN data for analysis
(quantitizing). Data conversion is generally contingent on the scale and depth of data
collected, and is a complex process [Teddlie and Tashakkori, 2009]. As such, whilst
conversion processes may be suitable for this research design, we feel it is sensible
to start our research design from the assumption that we will not be able to collect
sufficient data to enable conversion. In parallel processes QUAN and QUAL data col-
lection and analysis phases occur in parallel, with the results merged for purposes of
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comparison [Hesse-Biber and Johnson, 2015]. Parallel processes are indicated when
a single research question is proposed to be answered using both QUAN and QUAL
methods [Teddlie and Tashakkori, 2009]. Finally, sequential processes are those in
which phases of research are conducted one after the other, with results from one
phase informing the design of the next [leddlie and Tashakkori, 2009]. The three
phases of our research problem build on each other; each phase will be informed
by inferences drawn from the analysis of data collected in the preceding one, which
suggests a sequential implementation process [Schoonenboom and Johnson, 2017].
Additionally, as a sole researcher, undertaking a sequential research phases is far
more feasible than undertaking parallel research phases, due to the ability to focus
research efforts on a single method at a time [Teddlie and Tashakkori, 2009].

The criteria regarding the point of integration between QUAL and QUAN ap-
proaches refers to where in the research process QUAL and QUAN data are inte-
grated into a single analysis [Teddlie and Tashakkori, 2009]. This criteria is used to
distinguish between what Teddlie and Tashakkori term quasi-mixed designs, where
the research design is primarily QUAL or QUAN with the non-primary approach
used only to enhance findings of the primary approach, and mixed-method de-
signs, where the research design does not prioritise either approach [Teddlie and
Tashakkori, 2009, p.132]. As noted above, our research design is primarily depen-
dent on QUAL methods, although we may need to apply QUAN methods to aug-
ment our data analysis in some phases. As such, we consider our research design to
be quasi-mixed.

We now turn to consider our proposed research questions in detail, and whether
QUAL or QUAN approaches are appropriate for each phase of our study. Figure
diagrammatically presents our proposed research design, which is also described in
the subsections below. The alternative data collection methods discussed for phase
one and phase two are presented in Figure although this figure should not be
taken to imply that use of an alternative data collection method in one phase of the
research design necessitates it in another.

4.2.1 Phase one: ML platforms

The overarching focus in phase one of our research project is documenting and in-
terpreting the role of ML platforms in ML system development, and on selecting an
ML platform user group to focus phases two and three of our research design on. As
such, the three research questions we propose to address in phase one are:

* Rla: Who are using ML platforms to develop and deploy ML systems?

* R1b: How do ML platforms conceptualise the ML system development and
deployment process and integrate ethics considerations into that process?

* Rlc: What kinds of ML systems, and ML system development, do the affor-
dances of ML platforms support?
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Figure 4.2: Diagram of proposed research design, featuring alternative data collection
methods for phase one and phase two.
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The exploratory nature of these questions indicates that they are best responded
to through QUAL methods [Teddlie and Tashakkori, 2009]. From a conceptual per-
spective, these three research questions reflect Davis’s framework for mechanisms
and conditions of affordance [2020]], which we described in Section Davis notes
that research methods designed to study affordances should attend to the political
dynamics of technology use, to perspectives that may deviate from the norm” of
how a technology is used, to the value-laden choices of the researcher, to the mul-
tiple meanings of technological artefacts, and to the relationship between material
aspects of an artefact and its social meaning [2020, p.106-108]. Accordingly, in phase
one of our research we propose to begin our study by critically examining the ser-
vices and technical components of an ML platform, alongside materials produced by
the ML platform operator to explain and promote the platform’s use, with a view to
understanding how ML platform operators imagine ML platform user groups and
the M system development and deployment process. We have not yet identified
the specific components of an ML platform to focus our study on. Our intention,
however, is to focus on those components that distinguish ML platforms from their
underlying cloud-based compute infrastructure, and that most directly impact the
ML system development process. We also assume that ML platform operators offer
only one perspective, and so additionally intend to consider how ML platform users
and ML system development and deployment processes may resist or diverge from
the '"norm” of ML platform use imagined by ML platform operators. We provide
further detail on this approach below.

ML platform operators provide some explicit information on their ML platform
users, in the form of technical documentation, marketing materials, and financial
reporting. The services offered by ML platform operators are also suggestive of par-
ticular ML platform user groups. For instance, the Microsoft Azure Al platform
incorporates a suite of services designed for the financial industry, including ML-
based fraud detection tools, which suggest that practitioners working in the finan-
cial industry are a potential ML platform user group [Microsoft, a]. Further, where
ML platforms incorporate two-sided markets for pre-trained ML models or curated
datasets, the data produced by interactions on the two-sided market may suggest ad-
ditional ML platform user groups. A preliminary review of the datasets available on
the HuggingFace ML platform, for example, reveal corpora for numerous languages,
including Arabic, Spanish, and Swedish, which also suggest potential ML platform
user groups. To collect and analyse these various forms of data, we propose to
undertake critical technocultural discourse analysis (CTDA) [Brock} 2018] of an ML
platform, most likely one of: Microsoft’s Azure Al platform [Microsoft, a], Amazon’s
AWS Al platform [Amazon, b], or HuggingFace’s platform [HuggingFace]. The ML
platforms operated by Microsoft and Amazon have been selected as options because
both technology firms have produced governing principles for ML system devel-
opment, and incorporated software packages for measuring fairness into their ML
platforms. The ML platform operated by HuggingFace has been selected as an op-
tion due to the two-sided market it incorporates, and the platform’s incorporation
of Datasheets and Model Cards. See Section 2.2| for an overview of key features of
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these platforms, and Section [2.7| for descriptions of each of the interventions listed
above. We note, however, that final selection of an ML platform to focus on in phase
one of our study will be dependent on our outreach efforts to field sites for phase
three, as a practical consideration in ML platform selection will be ensuring that the
ML platform we study in phase one are used for ML system development by the
organisations who we study in phase three. In the following paragraphs we provide
a rationale for our proposal to study only one ML platform in this phase of research,
and for our selection of CTDA as our method of study.

We propose a deep analysis of an individual ML platform, rather than a com-
parative analysis between ML platforms for three reasons. First, our preliminary
analysis, outlined in Section [2.2]is that there is a large degree of similarity between
how ML platforms are structured, the services they offer, and their imagined users.
Second, as ML platforms are tools that support the development of ML systems, a
comparative analysis between platforms effectively has an exponential impact on the
complexity of our research design: we would need to compare both the platforms
themselves and the ML systems developed on them, both of which are dynamic
and changing rapidly over time. Third, from a practical perspective, we note that
CTDA is recognised as challenging to implement [Brock, 2018; |Davis, 2020], and so
believe that should we determine that a comparative analysis between ML platforms
is needed, an alternative approach to data collection and interpretation for this phase
of the study will need to be pursued.

CTDA has been developed by André Brock as a technique for studying informa-
tion technology, particularly Internet-based computing systems [Brock, 2011, 2012,
2018; Davis, 2020]. In CTDA three aspects of computing systems are analysed at
once: the materiality of the system — particularly, its interfaces; the production of
meaning through use of the system; and, the co-evolution of users of the system,
by the system’s operators and users themselves [Brock) 2018]. CTDA allows for the
iterative application of a conceptual framework. Brock, for example, applies critical
race theory in two cycles of analysis [2012]. First, he analyses the "material, practical
and discursive properties of blogs, websites, and video games — his objects of study [Brock)
2018, p.1013]. Second, he analyses the cultural practices of users of blogs, websites,
and video games — the subjects of his study. This iterative approach translates par-
ticularly well to the research questions in phase one of our study, where we intend
to use the conceptual framework of affordances first to study the material properties
of an ML platform, and second to study the process of ML system development and
deployment by ML platform users. The CTDA method also enables us to incorpo-
rate into our study the potential for ML platform users and ML platform operators
to have divergent perspectives on how ML platforms are used, and for different ML
platform user groups to have different norms of ML platform use. Divergences be-
tween ML platform operators and ML platform users can be revealed by studying the
material properties of ML platforms alongside the cultural practices of ML platform
users. Cultural practices may include, for example, workarounds or re-purposing
that ML platform users adopt to adapt ML platform services to their needs. Dif-
ferences in use between different ML platform user groups may also be revealed by
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studying the cultural practices of ML platform users. Finally, CTDA also offers a
path towards studying ML platforms that is not dependent on the support of an ML
platform operator. The material aspects of the system are studied through interface
analysis, in which the researcher carefully documents how users interact with the
system by positioning themselves as a user. As ML platforms are publicly avail-
able systems, interface analysis can be undertaken without the need to access any
privately held information. The use of the system is studied through analysis of ma-
terials produced by users, such as blogs or how-to guides, ML models or datasets
shared on marketplaces, and code bases made publicly available. As these are also
in the public domain, they do not require the support of an ML platform operator to
access.

The specific components of CTDA may vary depending on the computing system
to be focused on [Brock, 2018|]. For the purposes of answering the three questions
focused on in phase one of our study, we propose to conduct the below activities.
Although these activities are presented in a list, we intend to undertake them in
parallel.

* Responding to question R1a and R1b:

— Textual analysis of the technical documentation, marketing materials, and
financial reporting of an ML platform operator, and historical contextu-
alisation of their development of an ML platform. Historical contextual-
isation here refers to an analysis of how a technical system reflects the
broad social context in which it was developed. Section where we
briefly compared ML platforms to two-sided markets, infrastructures, and
implementation frameworks, may form the basis of an historical contextu-
alisation of ML platforms.

* Responding to questions R1b and Rlc:

- Interface analysis of the ML platform’s services. Interface analysis treats
a computing system as a text, to be read through detailed description
of the interface that enables inputs and outputs in a computing system,
and probing of the way in which an interface may vary between user
groups [Brock, 2018]. We intend to conduct an interface analysis of an
ML platform by subscribing to its services and using the platform to de-
velop an ML system. This may include following an ML platform’s online
training program for using the platform.

¢ Responding to questions R1a and Rlc:

- Discourse analysis of how ML platform users describe their use of ML
platforms. Discourse analysis treats the artefacts produced by users of a
computing system as texts, that reveal the relationship between users and
the system [Brock} 2011]. In our context, we intend to extend the applica-
tion of discourse analysis by applying it to a sample of user-created guides
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for using an ML platform (e.g on the Towards Data Science blog [Dille,
2019a,b]), and ML systems created by ML platform users.

From the above activities, we intend to produce a conceptual framework describ-
ing the effects of ML platform use on ML system development and deployment,
which may expand or re-imagine the four aspects of ML platforms we highlighted in
Section[2.2.1} Similarly we also intend to produce a conceptual framework describing
ML platform user groups, which may correspond to or invalidate the four categories
of ML platform users we described in Section Our analysis of ML platform
user groups will also inform the subsequent phases of our research, as in phase two
of our study we propose to organise our research activities around a single category
of ML platform users, rather than around a single ML platform.

4.2.1.1  Alternative data collection methods

Should the CTDA data collection and analysis methods we discuss above prove in-
feasible or inadequate, we may shift our data collection methods for phase one to
include a QUAN analysis of ML platform users on an ML platform that operates a
publicly accessible two-sided market. Alternatively, we may consider an approach
where we select an user group to focus on in phases two and three of our study
without first undertaking phase one.

As discussed in Section several ML platforms offer web-based marketplaces
for ML models or training datasets. The HuggingFace platform, most significantly,
enables platform users to upload their own ML models or training datasets to the
platform’s market, and to download or otherwise incorporate other users” uploaded
ML models or training datasets into their own ML systems, with a focus partic-
ularly on natural language processing [HuggingFace|. The HuggingFace platform
surfaces a variety of data points to platform users regarding ML models and train-
ing datasets available on the platform, including number of downloads, and user-
generated Model Cards [Mitchell et al., 2019] and Datasheets [Gebru et al., 2018].
The availability of these data points through a web-interface offers the possibility of
using web crawling and scraping techniques to collect aggregate data on how ML
platform users are interacting with ML platforms. We note, such techniques may re-
quire permission of the ML platform operator. Similar techniques have been used in
studies of digital two-sided markets, such as AirBnB [Gyddi, 2019] and illicit Darknet
markets [Ball et al., 2019]. R1a and R1lc could thus be answered by contrasting the
inferences drawn from an analysis of aggregate data on ML platform users interac-
tions with an ML platform with the inferences drawn from the textual analysis we
describe above.

We note that an additional option may to be adopt the QUAL walkthrough
method, which is a method for generating detailed descriptions of the use of a com-
puting system [Davis, 2020; Light et al., 2018]], although it is outside the scope of this
proposal to consider that in detail.
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4.2.2 Phase two: enactment of ethics considerations

Phase two of our proposed research design focuses on the enactment of ethics consid-
erations by ML platform users. The three research questions we propose to address
in phase two are:

¢ R2a: How are ML platform users enacting ethics considerations in the devel-
opment of ML systems?

* R2b: Are there particular fair-ML interventions that ML platform users rely on
in their enactment of ethics considerations? If so, why do they rely on them?

* R2c: In what ways do the fair-ML interventions that ML platform users rely
on, if any, shape the ML system development processes they undertake?

These three questions are focused on exploring the relationship between ML plat-
forms, ML platform users, and the enactment of ethics considerations during the de-
velopment of ML systems. As discussed in Section to the best of our knowledge,
the enactment of ethics considerations by ML platform users has not been explored
in the literature to date. Given this, and the exploratory nature of these questions,
we propose to respond to these questions through QUAL methods [Teddlie and
Tashakkori|, [2009].

For phase one of our research design we argued that it was conceptually and lo-
gistically justified to narrow the scope of our data collection and analysis activities to
a single ML platform. For phase two, however, as the primary focus of our research
questions are the behaviours of ML platform users, we do not propose to limit our
study to one ML platform. Rather we propose to study only one ML platform user
group, such as data scientists working in large technology firms, who may use multi-
ple ML platforms. This strategy will enable us to undertake a deeper level of analysis
on one group of ML platform users. That said, we note that there is a risk that dif-
ferent ML platforms may introduce into our study nuances not previously captured
in phase one. As such, we will need to test this approach with pilot interviews be-
fore proceeding. For the subset of ML platform user groups we focus on, we will
explore how ethics considerations are enacted through semi-structured interviews of
a sample of user group members. To enable inferences drawn from our interviews
to have some level of generalisability, we will also seek to substantiate them through
a survey of ML platform users. Data collected from these interviews and the sur-
vey will address R2a, R2b, and R2c. These research activities will be supported by
the hard/soft ethics framework and typology of fair-ML interventions discussed in
Section the typology of fair-ML interventions will be used to define the space of
potential fair-ML interventions to explore during semi-structured interviews and the
survey, whilst the hard/soft ethics framework will be used to probe the impact of
different organisational contexts (i.e. different regulatory and cultural contexts) on
the enactment of ethics considerations.

Combining semi-structured interviews of a small sample of a population of tech-
nology users with a survey of a larger sample is an established method within fair-
ML discourse for collecting empirical data on technology use. In Section we
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reviewed four recent studies which explored the engineering practices of ML practi-
tioners through such an approach [Holstein et al., 2019; Kaur et al., 2020; Veale et al.,
2018; Orr and Davis| 2020]. Each of these studies interviewed between 11 and 35
ML practitioners, and then used interview results to inform a survey, which was ad-
ministered to between 197 and 267 respondents. For phase two of our research, we
propose to conduct semi-structured interviews with between 10 and 20 ML platform
users from one ML platform user group, and to survey between 150 and 300 ML plat-
form users. We note, however, that exact numbers will depend on how convergent
interview responses are, and the corresponding number of interviews and survey
responses required to reach saturation. As such, between 50 and 60 survey responses
may will be sufficient [Dworkin, [2012].

Our participant recruitment strategy will depend on the user group we decide
to focus on in this phase of our research, and our efforts to secure a field site for
phase three of our research. The studies referenced in the previous paragraph largely
recruited participants through purposive sampling [Edmonds and Kennedy, 2020],
with the support of large technology firms, or public sector agencies, who were able
to circulate invitations to participate to ML practitioners. In some cases, these re-
cruitment methods were augmented by snowball recruitment strategies, under which
participants in the research were also asked to nominate further participants [Hol-
stein et al., [2019; Madaio et al., 2020]. At this stage of our research development,
it is unclear whether we will be able to secure the partnership of a technology firm
to assist with participant recruitment. We have had positive informal conversations
with two technology consulting firms, based in Australia, who have indicated they
may be supportive of assisting with participant recruitment, and additionally have
built relationships with a community of ML practitioners who have indicated their
interest in participating in such research — although whether or not they are members
of our target ML platform user group remains to be seen. We expect the networking
activities we propose in Section to enable us to develop a more robust strategy
for participant recruitment.

From the data collected in these interviews and surveys we will produce an analy-
sis of how ethics considerations are currently enacted by one category of ML platform
users. The significance of this analysis rests on the lack of existing data regarding
enactment of ethics considerations during ML system development and deployment
by ML platform users, as discussed in Section

4.2.2.1 Alternative data collection methods

Should it prove challenging to enroll sufficient participants in semi-structured inter-
views, we may consider undertaking contextual inquiry with a smaller number of
participants. Contextual inquiry protocols have been used in human-computer inter-
action studies to develop a detailed a picture of ML practitioners” interaction with
technology tools [Kaur et al. 2020; [Hohman et al., |2019] (a similar protocol is also
used in [Richardson et al., 2021]], although it is not described as contextual inquiry).
The contextual inquiry protocol attempts to enable researchers to collect narrative
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data that may usually only be accessible via participant observation studies, which
in the context of COVID-19 restrictions on in-person work are particularly challeng-
ing to undertake in present times. The contextual inquiry protocol adopted by Kaur
et al. featured a combination of semi-structured interviews, short questionnaires,
and observation of participants interactions with a quasi-realistic scenario presented
in an Jupyter notebook [2020]. In both Kaur et al. and Hohman et al. the contextual
inquiry was centered on a technology probe [Hutchinson et al., 2003] created by the
researchers for the purpose of enabling observation of ML practitioners undertaking
a specific task [Kaur et al., 2020; Hohman et al., 2019].

Were we to apply a similar approach in phase two of this research project, rather
than developing a technology probe we would seek to design a contextual inquiry
protocol centred on practitioners” use of an ML platform in the process of develop-
ing an ML system. Whilst recruiting participants to join a contextual inquiry may be
more challenging than recruiting participants for semi-structured interviews, given
the additional time commitment required of participants, the depth of narrative data
collected during a contextual inquiry would exceed that which we could collect dur-
ing semi-structured interviews alone. As such, for this approach to be feasible we
would likely need to design a contextual inquiry protocol with a particular ML plat-
form user group in mind. Whilst generalising findings to the broader set of ML
platform users will be challenging, the findings may provide an opportunity for a
deeper level of analysis of how ML platform users enact ethics considerations.

4.2.3 Prototype intervention development

The inferences drawn from phase one and phase two of the research study will be
used to inform the development of a prototype intervention for supporting ML plat-
form users to enact ethics considerations in the development and deployment of ML
systems. This prototype intervention will be the focus of phase three of our research
design. In particular, we expect the inferences drawn from phase one and phase two
of the study to help us identify:

* ML practitioner roles within ML platform user groups that are particularly
important in the enactment of ethics considerations during the ML system de-
velopment process.

¢ Stages in the ML system development process where ethics considerations are
most front of mind for ML practitioners, or where existing fair-ML interven-
tions are already widely used by ML practitioners.

¢ Interaction points in ML practitioners” use of ML platforms where ethics con-
siderations may be salient, but where enactment of such considerations is cur-
rently not supported by extant fair-ML interventions.

As such, the development of a prototype tool or process represents the culmination
of the inferences we produce in phases one and two of our proposed research de-
sign. Using these inferences, we intend to design a focused prototype intervention to
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support the enactment of ethics considerations. Whilst we are wary of committing to
particular prototypes prior to undertaking phase one and phase two of this study, il-
lustrative examples of existing interventions are well documented within the fair-ML
literature. We reviewed two examples, Datasheets and Model Cards, in Sectionm
Further examples include:

* Processes for designing checklists to formalise ML practitioners” discussions of
ethics considerations during ML system development [Madaio et al., 2020].

¢ Frameworks for ensuring accountability in the process of creating, maintaining,
and exploiting a dataset for ML system development [Hutchinson et al. 2021].

The prototype intervention we develop will be used, effectively as a design probe [Hohman
et al., 2019; Hutchinson et al., 2003]], in phase three of our research project.

4.2.3.1 Alternatives to prototype intervention development

We recognise that developing a prototype intervention will be a significant under-
taking. An alternative strategy may be to use our phase one and two findings to
inform the selection of an existing proposed fair-ML intervention, which we could
then focus on evaluating in phase three of our research design. An additional option
may be to adapt an existing proposed fair-ML intervention in response to our phase
one and two findings.

4.2.4 Phase three: evaluation of interventions

Phase three of our research design is focused on the evaluation of fair-ML interven-
tions for supporting the enactment of ethics considerations. As such, the research
question we propose to address in this phase is:

* R3a: How can an fair-ML intervention for enacting ethics considerations be
evaluated, in the context of ML system development and deployment on ML
platforms?

Phase three of our research design is the least developed, and will need to be
refined significantly in response to our findings from phase one and two, and the
specific prototype we develop. We note that R3a may need to be updated in order
to ensure that it is tractable within the context of our PhD research. In particular,
we expect to refine the research question based on the specific intervention we are
focused on evaluating. In other words, we aim to study in phase three how one fair-
ML intervention can be evaluated, rather than how fair-ML interventions generally
can be evaluated. In future work, we may attempt to generalise our findings from
phase three to the evaluation of fair-ML interventions more broadly.

At this stage, we conceive of phase three as being a case study of the evaluation
of our prototype intervention, deployed in a small number of field sites. However,
the type of prototype developed and the demands the intervention places on ML
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platform users and field sites will determine the design of this research phase. For
instance, an intervention which requires a significant time commitment from ML
platform users may only be able to be evaluated within a single field site, suggesting
evaluation can be undertaken through a participatory case study (an example of this
is [Wilson et al., 2021], where the researchers evaluated a process for auditing ML
systems). Alternatively, an intervention which requires less time from research par-
ticipants may enable us to evaluate its effectiveness across multiple sites, enabling
a comparative study of its performance. An additional consideration in developing
phase three of our research design will be our outreach efforts to potential field sites,
as any evaluation of an intervention will be dependent on us securing a field site in
which the intervention can be deployed.

In this section, Section we described our proposed three-phase research de-
sign. Phase one and two of the design were described in some detail, with alternative
data collection strategies also reviewed. Phase three of the design was described only
briefly, as it will need to be refined in response to the prototype intervention we de-
velop, which itself will be informed by the cumulative findings from phase one and
two of our research. In the section that follows, Section we consider the validity
of our proposed methods.

4.3 Validity

In the previous section, Section we presented our proposed three-phase research
design, and discussed the data collection and analysis activities we plan to undertake
under each phase. In this section we address the validity of our propose research
design. We note that in addition to demonstrating the validity of our research design,
we will need to also demonstrate the reliability of our research methods. We do
not, however, address reliability in this research proposal, as we intend to consider
reliability in the next phase of our research development, when we begin to refine
our research design and make commitments to specific methods for data collection
and analysis in each phase of our research design.

In the context of research designs, validity refers to the extent to which the
outcomes of research activity "accurately answers the stated research questions of the
study" [Edmonds and Kennedy, 2020, p.4]. Validity is therefore a complex con-
struction, conceptualised as a continuum, and not a binary feature of a research
design [Edmonds and Kennedy, 2020]. As our research design progresses further,
and we gain more insight into the feasibility of our planned activities, we will need
to consider in detail issues of validity for each phase of our research design. For in-
stance, in phase two, the validity of semi-structured interviews will depend, in part,
on our capacity to recruit participants — a capacity we will only be able to evaluate
once we have begun more concerted outreach and networking efforts. At this stage
of our research development, we consider validity from two perspectives: validity in
terms of usefulness of our research to our target academic community, the fair-ML
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community; and, validity in terms of the level of generalisability that our proposed
research design can aspire to.

In terms of the validity of our research design from the perspective of the fair-ML
community, we have already observed, in Section that the pragmatist paradigm
we adopt is consistent with the nascent methodological commitments of the fair-ML
community. We have also highlighted, in Section that studies with comparable
research methods to those we propose for phase two have been considered valid
within the fair-ML community, and are often relied upon for the insights they provide
with regard to ML practitioners” practices in industry settings. We therefore focus
here on considering whether the research method we propose for phase one is likely
to be interpreted as valid from the perspective of the fair-ML community. We note
that we have not addressed issues of validity for phase three of our research, but
contend that our proposed activities for that phase are currently insufficiently formed
to merit a discussion of validity. At the same time, we recognise that, as one of
the central objectives of our research is to explore how fair-ML interventions can
be evaluated, issues of validity for phase three of our study are likely to require
significant attention.

The CTDA method we propose for phase one of our research, described in Sec-
tion has, to the best of our knowledge, not been applied directly in fair-ML
discourse to date. However, each component of the CTDA we propose for phase
one — textual analysis of documentation, interface analysis of ML platform services,
discourse analysis of ML platform users — can be found in existing fair-ML dis-
course. Close readings of technical documentation have been employed in critical
studies of algorithms and ML systems [Mackenzie, 2015} (Caplan and Boyd, 2018; Jo
and Gebru, 2020], and form part of emerging practices for the ethnographic study
of algorithms and socio-technical infrastructure [Seaver, 2017; Helmond et al., 2019].
Methods comparable to interface analysis have been applied in fair-ML studies of
the impact of normative decisions during ML system development on system sub-
jects [Albert and Delano, 2021]], and in studies of the development of socio-technical
infrastructures [Kelkar, 2018|]. Finally, discourse analysis has been applied in stud-
ies of the way traditional computer science disciplines conceive of social constructs,
such as gender [Keyes, 2018], and to studies of fair-ML literature itself [Barabas et al.,
2020]. Given the overlap between CTDA methods and existing work in fair-ML and
closely aligned fields, we believe the findings we produce in phase one of our study
are likely to be considered valid from the perspective of the fair-ML community.

In terms of the validity of our research design from the perspective of generalis-
ability, we noted in Section and Section two key design choices that influ-
ence how generalisable our research findings are likely to be: restricting our study in
phase one to a single ML platform, and restricting our study in phase two to a single
group of ML platform users. Restricting our study in phase one of our research to
one ML platform may limit the potential for our findings to inform general claims
regarding who are using ML platforms (question R1a), how ML platforms generally
conceptualise ML system design and development processes (question R1b), and the
kinds of ML systems supported by ML platforms (question R1c). That said, should
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the CTDA design proposed for phase one prove to be effective at answering these
questions for an individual ML platform, there may be opportunities in future work
to extend its application to a comparative study of ML platforms. Additionally, it
may be possible in future work to validate the conceptual framework for ML plat-
form use, which we propose to develop during phase one, through QUAN surveys
of ML platform users or ML platform operators. Restricting our study in phase two
of our research to a single group of ML platform users may have a similar affect in
terms of limiting the potential of our findings to inform general claims regarding the
enactment of ethics considerations (questions R2a, R2b, and R2c). That said, as one
of the assumptions we make regarding enactment, discussed in Section is the
importance of local context in shaping enactment, it is unclear to what extent any
study of enactment in practice can be generalised. As such, the extent to which our
findings in phase two can be generalised is likely to be dependent on the level of
convergence or divergence we find in how research participants from our target ML
platform user group enact ethics considerations.

In this section, Section we considered, from a high-level perspective, the va-
lidity of our proposed research design. We argued that our research design is likely
to be considered valid by our target academic community, but noted that its substan-
tive validity will depend on future work we undertake to refine and further detail
our proposed research activities. In the following section, Section we provide a
similar high-level overview of ethics considerations that have informed our research
design.

4.4 Ethics considerations

In the previous section, Section we discussed the validity of our proposed re-
search design. In this section we discuss the ethics considerations that have informed
our research design. We note that ethics oversight of research at ANU is governed
by the National Statement on Ethical Conduct in Human Research (2017), which provides
detailed guidance regarding ethics considerations for the development of research
design, recruitment and consent of participants, collection and use of data, commu-
nication of research findings, dissemination of research outputs, and the conclusion
of research projects. In future work, as we prepare for formal ethics review, we will
need to consider each of these elements in detail. For the purposes of this thesis
proposal, we focus primarily on ethics considerations that have informed the de-
velopment of our research design, and our discussion of participant recruitment.
Additionally, we do not discuss in this section ethics considerations regarding the al-
ternative data collection methods we describe for phases one and two of our research
design.

We note that ANU has adopted a three-level classification of ethical risk, which is
used to determine the protocols required for ethics review. Our assumption, based
on our application of the risk table provided by ANU [ANU, 2021], is that our re-
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search design will fall into the second level of ethical risks and therefore need to be
reviewed by a Delegated Ethical Review Committee following the Expedited Level
2 protocols, which are designed for research involving non-vulnerable participants
in activities that have greater than negligible risks. The research participants in our
proposed research design are ML platform users, who will be engaged through semi-
structured interviews and surveys in phase two of our research. ML platform users
will also be engaged in phase three, during our prototype intervention evaluation,
although the mode of that engagement is still to be determined, and may include
interviews and participant observation. As these research activities do not involve
clinical trials, and do not expose participants to unusual research settings, we be-
lieve they present a low, but nonetheless greater than negligible level of risk. ML
platform users, as discussed in Section are generally software or data science
professionals, working in commercial industry settings. We do not propose to in-
tentionally recruit Aboriginal or Torres Strait Islander peoples. As such, we believe
our proposed research activities do not involve participants that ANU'’s classification
system would consider vulnerable.

The ethics concern informing our research design is maintaining, as much as pos-
sible, the confidentiality of ML platform users who participate in our research. This
is a particular concern for phase two of our research, where we focus on collecting
data on ML platform users” enactment of ethics considerations. We recognise that
such data may include disclosures that could potentially embarrass research partic-
ipants, or could jeopardise their relationships with current or future employers. A
secondary concern is the potential for research participants to disclose the intellec-
tual property of their employers, such as commercially sensitive aspects of their ML
system development process. Incorporated into our proposed research design for
phase two are the following measures, designed to protect participant confidentiality
and reduce the risk of intellectual property disclosures:

¢ In all data collection activities, we avoid collecting data that would enable easy
identification of participants and describe to participants how data collected
will be used. We will only ask for category of workplace rather than specific
workplace in surveys or interviews, as in some instances ML platform users
may be the only ML practitioner in their workplace. Similarly, we will only
ask for country-level location. We will collect gender and race information,
as this may be relevant to how ML platform users enact ethics considerations,
but will not collect date of birth, name, or any other personally identifying
information. We note here that one trade off for us to consider is whether or
not to collect participants” email addresses, and store these for a short period
after data collection, so as to enable us to follow up with participants should
their responses to a survey be unclear, or should we wish to invite them to
participate in an interview.

¢ Additionally, in all data collection activities, we are particularly mindful of
avoiding collecting data that would enable third-party identification of the
workplaces from which participants are recruited. The categories of work-
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places offered to participants in interviews and surveys will be high-level. In
phase two, whilst we focus on only one category of ML platform users, we will
nonetheless attempt to recruit participants from multiple workplaces, in multi-
ple regions. We will similarly be mindful of collecting commercially sensitive
data, and will remind participants to avoid disclosing to us the intellectual
property of their employers.

¢ Finally, consent from participants will be sought for inclusion of any direct
quotes or narrative data in thesis or papers prepared for publication. To the
extent that it is possible, any identifying information will also be removed from
quotes or narrative data.

We also note that the snowballing sampling method we describe for phase two can
create conditions in which individuals feel pressured to participate in the research,
and also requires the collection of email addresses. As such, we will need to reinforce
the principle of voluntary participation in our survey and interview designs and
recruitment materials, and consider whether it is appropriate to offer ML platform
users incentives to participate in our research.

It may not be possible to mitigate the risk of third-party identification of research
participants in phase three, where we propose to evaluate a prototype intervention.
Were such an evaluation to occur, for example, through participant observation in
a small technology consulting firm, then it may be trivial for interested parties to
determine the identities of research participants. As such, we note that our selection
of a field site for phase three will have significant consequences for our ethics con-
siderations. In particular, it will be important to ensure that both the field site and
individual research participants are informed of the risk of identification through
their participation in the research. Further, it will be important to consider whether
a potential field site sweeps into our study people who would be considered vul-
nerable by ANU’s risk classification system, or data that is likely to be particularly
sensitive. For instance, a small technology consulting firm working with a public
sector agency to develop an ML system to be deployed in the criminal justice sys-
tem is likely to have a different risk profile to the same firm working with a private
corporation to develop an ML system to be deployed in their marketing department.
As such, we expect to need to revisit our ethics considerations in future work, as we
refine our list of potential field sites.

In this section we discussed our preliminary analysis of ethics considerations

relevant to our proposed research design. In the following section, Section we
discuss the research limitations inherent in our proposed research design.

4.5 Research limitations

In Section we described the three-phase study we propose to undertake in re-
sponse to our research questions. In this section we discuss the research limitations
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inherent in our three-phase study, building on our discussion of validity in Section[4.3]
and ethics consideration in Section

An overarching limitation inherent in our proposed research design is the poten-
tial for research findings to be generalisable across the full breadth of ML platforms,
ML platform users, ML systems, and ML system users and subjects. In Section
we discussed this limitation in the context of research validity and our decision to
study one ML platform and one ML platform user group. While there may be only
an handful of ML platforms, each platform has near global scale, and as such ML
platform users are a very large and heterogeneous category — they may be located
anywhere in the world with high-speed internet access. Further, as ML platforms
are designed to offer scalable infrastructure, they are used in firms of all sizes, across
small, medium and large businesses, academic institutions, and government agen-
cies. ML platform users are thus situated in a broad range of social, political, reg-
ulatory, and cultural contexts, all of which are likely to influence how ML platform
users enact ethics considerations.

Our proposed research design is also limited in the breadth of perspectives which
it enables to us to directly collect data on. In Section we described four levels of
‘users’ who are relevant to our research problem, the enactment of ethics considera-
tions during ML system development on ML platforms:

1 ML platform operators, who employ ML platform developers to develop ML plat-
forms.

2 ML system operators, who employ ML platform users to develop ML systems on
ML platforms.

3 ML system users, who interact with deployed ML systems.
4 ML system subjects, who interact with ML system users.

Our research design focuses on the role of ML platform users. Data on all other
actors will only be indirectly collected during our research. As such, our research
design is limited in its capacity to surface the perspectives of these actors. ML plat-
form operators and ML platform developers are indirectly incorporated into phase
one of our research, where we focus on exploring and contextualising the affordances
of ML platforms through analysis of the documentation produced by ML platform
operators and the services offered by ML platforms. ML system operators are also
indirectly incorporated into phase two of our research, where we focus on under-
standing how ML platform users enact ethics considerations through semi-structured
interviews and surveys, which will include questions regarding the role of social con-
text (i.e. the role of ML system operators) in the enactment of ethics considerations.
ML system users and ML system subjects are similarly indirectly incorporated into
phase two of our research, as we expect to also probe ML platform users on whether
the context in which an ML system is to be deployed influences how ethics consid-
erations are enacted during ML system development. Limiting research participants
to ML platform users risks reinforcing, through our research, a practitioner-centric
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perspective on ML system development, which may fail to account for how ML sys-
tem users and ML system subjects experience the enactment of ethics considerations
during ML system development. We believe this concern is most pertinent to phase
three of our research design, where we plan to explore how fair-ML interventions
in ML system design and development can be evaluated. Clearly, it is necessary
to incorporate the perspectives of ML system users and ML system subjects in an
evaluation of such interventions. As such, we intend to revisit this concern in future
work, where we focus on refining our phase three research activities. We also note
that this concern is closely tied to the transformative paradigm, we briefly discussed
in Section which we also propose to consider further in future work.

Additionally, as we discuss in Section ML systems themselves are increas-
ingly ubiquitous, incorporated into a vast array of industries and use cases, and
very diverse, with a large range of technical features. Our research design assumes,
however, that ML system engineering processes are somewhat uniform — that com-
parable design and development processes are used across different categories of ML
system development. If this assumption proves to be false, which may be revealed
during our exploration of ML platform users in phase two of our research design,
it may limit the scope of our findings regarding the enactment of ethics considera-
tions. In particular, if ML system engineering processes are highly divergent within
a single category of ML platform users, then it will be challenging to draw general
conclusions regarding how ethics considerations are enacted during ML system de-
velopment. Whilst such a finding may itself be of some use to fair-ML researchers, as
it would suggest that fair-ML interventions in ML system design and development
need to be highly contextually dependent, it may necessitate rethinking the scope
and design of phase three of our research.

Finally, as we discuss in Section where our research focuses on the evalua-
tion of proposed fair-ML interventions, we will likely be limited to evaluating only
one proposed or prototype intervention in a small number of field sites. As such,
whilst our research may be able to define an evaluation process that is contextually
appropriate to those field sites, it will be limited in its capacity to reveal how dif-
ferent fair-ML interventions can be evaluated across different contexts. Validating
the evaluation process we use in phase three for general use in fair-ML research will
need to be undertaken in future research projects.

In this section we described the ways in which our research design is limited.
Two themes throughout this discussion were the challenge of incorporating diverse
perspectives from people other than ML platform users, and the challenge of pro-
ducing research findings that may be applicable in contexts other than those which
we directly study. We note, however, that these limitations may also be thought of as
directions for future work. In Chapter 2| we described a wide gap in the fair-ML dis-
course: a lack of theoretical or empirical knowledge of how ethics considerations are
enacted during ML system development, and of how interventions in this enactment
can be evaluated. As the limitations discussed in this section reveal, the research
design we have proposed in this chapter can only hope to begin to address this gap.
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In the following section, Section we conclude this chapter.

4.6 Conclusion

In this chapter we introduced our proposed research design, which responds to the
research gaps we identified in our Literature Review in Chapter 2l We discussed, in
Section[4.T} the pragmatist paradigm we adopt and describe mixed methods method-
ology. Following a mixed methods approach, we argued that our research design
should follow from our research questions. In Section we applied this argu-
ment to our research questions. We distinguished between three components of our
research problem — ML platforms, the enactment of ethics considerations, and the
evaluation of interventions in the enactment of ethics considerations — and devel-
oped a three-phase sequential research design. For each phase we described relevant
research questions, and then considered what research methods would most effec-
tively address them. Ultimately, we proposed undertaking critical technocultural
discourse analysis of an ML platform in phase one, semi-structured interviews and
a survey of ML platform users in phase two, and, in phase three, a case study of
the evaluation of a prototype intervention in a number of field sites. In the sec-
tions that followed the description of our research design we considered the validity
(Section .3), ethics considerations (Section 4.4), and limitations (Section of our
research design. Throughout these sections we highlighted areas of ambiguity in our
research design, and noted that all phases of our research design require refinement,
and that phase three, in particular, is yet to be fully developed.

In the following chapter, Chapter [5| we discuss our thesis plan. Our thesis plan
describes how we plan to implement our three-phase research design, including how
we plan to further refine and develop each phase. Our thesis plan also considers our
research design from the perspective of the objectives of our PhD program, detailing
how we will document and aim to publish our research findings for the fair-ML com-
munity, our research resourcing requirements, and risks associated with our research
design.
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Chapter 5

Thesis plan

In this chapter we introduce our plan for undertaking the three phases of the research
design we described in the preceding chapter, Chapter 4 In Section [5.1| we present
a proposed timeline of activities, aligned to each research phase, in a Gantt chart. In
Section 5.2l we discuss our target academic community, the fair-ML community, and
note key institutions, conferences, and journals. In Section [5.3|we discuss our plan to
build networks within the fair-ML research community, and with ML platform oper-
ators, and ML platform users. In Section |5.4f we discuss our plan to publish findings
from our research. In Section 5.5 we discuss our skills and professional development
needs and training plan. In Section we discuss the resourcing requirements of
our research design. Finally, in Section [5.7| we present a risk analysis for our thesis
plan and mitigation strategies for key risks.

5.1 Projected timetable

Figure [5.1| presents a high-level Gantt chart of the overarching sequence of activities
we propose to undertake. Squares filled green represent time periods where a par-
ticular research activity is planned to be worked on. Squares filled orange represent
time periods that have been set aside should particular research activities require
additional time (e.g. if a paper we submit is accepted for publication). Squares filled
yellow represent our current focus. A more detailed Gantt chart has been provided
to members of our supervisory panel, and can also be found using this hyperlink (ac-
cess permission required). In general, reflecting the sequential nature of our research
design, whereby each phase of research builds on the previous phase, the level of
detail in our Gantt chart is highest for phase one of our research design and lowest
for phase three and subsequent activities.

Figure|5.2 presents key dependencies on which the proposed sequence of research
activities are reliant. In orange are highlighted dependencies on which research
activities are reliant. In green are highlighted our proposed research activities, which
assume the dependency is satisfied (e.g. that ML platform users can be recruited for
a survey). As can be seen, dependencies largely relate to the recruitment of research
participants or field sites. This presents the most significant risk to this research
project, and is addressed in Section
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High level timeline

Category

Year of PhD

Area

One (20 — 21)

Aug - Oct
Nov — Jan
Feb — Apr
May — Jul

Research phases

Research
development

Phase one
Phase two

Prototype
development

Phase three

Thesis
submission

Two (21 — '22)

Aug — Oct
Nov — Jan
May — Jul

Three (‘22 —‘23)

Aug — Oct
Nov — Jan
Feb — Apr
May — Jul

Four (‘23 — '24)

Aug — Oct
Nov — Jan
Feb — Apr
May — Jul

PhD objectives

Submit paper for
publication
Submit paper for
publication
Submit paper for
publication
Present work
externally
Secure field
sites

PhD management

Annual reports
Candidature
confirmation
Oral
presentation
Notification of
ITS
Submission of
thesis

Legend

Current PhD focus
B Area of activity
Additional time, if required

I:l ANU deadline

Figure 5.1: High-level Gantt chart of research activities.
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Phase One - ML platforms Phase Two - Enactment Phase Three - Evaluation

Figure 5.2: Research phases and their dependencies. Shapes coloured green repre-
sent research activities. Shapes coloured orange represents decisions or precursor
activities that research activities are dependent on.
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5.2 Target academic community

The target academic community for this research is the fair-ML community. The
fair-ML community is still in its formative stages, and as such the institutions, con-
ferences, and workshops that constitute the community’s academic infrastructure are
expected to change considerably during this research project’s life cycle.

To the best of our knowledge, there are currently two standalone annual inter-
national fair-ML conference series: the ACM Conference on Fairness Accountability,
and Transparency (ACM FAccT), and the AAAI/ACM Conference on Artificial In-
telligence, Ethics, and Society (ACM AIES). ACM FAccT is of particular relevance as
a colloquium for PhD candidates is held alongside the conference. There is also a
significant fair-ML track at the annual Web Conference (FATES on the Web). New
conferences are regularly being announced — most recently, the ACM Conference on
Equity and Access in Algorithms, Mechanism, and Optimization (EAAMO’21) and
Al Law, Ethics, Algorithms, and Politics (AI LEAP), which is hosted by the Hu-
manising Machine Intelligence group at ANU. In addition, there are several annual
international conference series focused on the relationship between technology and
society, in which fair-ML community members are regular participants. These in-
clude: the IEEE International Symposium on Technology and Society (IEEE ISTS),
the annual ACM CHI Conference on Human Factors in Computing Systems (CHI),
the Society for Social Studies of Science Conference (4S), and NeurIPS.

Table 5.1 presents the schedule of the conferences listed above, although it should
be noted that due to the COVID-19 pandemic there is significant uncertainty regard-
ing the scheduling of 2021 and 2022 events. This schedule informs the conference
periods and sequence of conference presentation activities detailed in the Gantt chart
presented in Section

Several academic and non-profit institutions are also closely associated with the
fair-ML community. At ANU, two inter-disciplinary organisations have emerged
with an interest in the fair-ML community: the 3A Institute, affiliated with the
School of Cybernetics, and the Humanising Machine Intelligence (HMI) group. More
broadly, within Australia, the ARC Centre of Excellence for Automated Decision-
Making and Society (ADM+S Centre) launched in 2020 as a national research cen-
tre focused on responsible, ethical and inclusive automated decision-making. The
ADM+S Centre collaborates with universities and non-profits across Australia, in-
cluding the HMI group at ANU, the Centre for Artificial Intelligence and Digital
Ethics at Melbourne University, the Emerging Technologies Lab at Monash Univer-
sity, and the Gradient Institute. As such, our assessment, informed also by conversa-
tions with Australian-based academics, is that the ADM+S Centre is likely to become
the hub for the fair-ML community within Australia, and is therefore one of the focal
points of our networking plan, discussed further in Section

Internationally, there are emerging fair-ML network hubs in North America and
Europe. In North America, Data Society is a particularly relevant non-profit re-
search institute, as their Al on the Ground research track studies the materiality of
ML system development. Al Now, affiliated with NYU, is a similarly significant
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H Conference H Dates Details H
ACM FAceT Held in March 2021, 2022 | Premier standalone fair-ML
dates TBC conference
ACM AIES Held in May 2021, 2022 dates | Premier standalone fair-ML
TBC conference

. Fair-ML track focuses on fair-
FATES Scheduled for April 2022, ML issues and web-based
and May 2023 .
technologies
Scheduled for October 2021, .
ACM EAAMO 2022 dates TBC A new conference series
Scheduled for December | New fair-ML conference se-
AILEAP 2021, 2022 dates TBC ries
Longstanding conference se-
[EEE ISTS Scheduled for October 2021, | ;o "0 o hnology and soci-
2022 dates TBC i
ety, pre-dates fair-ML
CHI Scheduled for May 2022, fu- | Premier conference on
ture dates TBC human-computer interaction
Scheduled for October 2021, | Long standing Science and
4S July 2022, and November | Technology Studies confer-
2023 ence series
Held annually, last week .
NeurIPS November/first week De- Prem.l er conference for ML
practitioners
cember

Table 5.1: Table of upcoming fair-ML conferences.

research institute, as their research has previously included surveys of ML practi-
tioners (see [West et al., 2019]) and they are particularly active in supporting research
students. Additionally, the Berkman Klein Center for Internet and Society, at Har-
vard University, is a significant hub for research, particularly with regard to assessing
the social impact of ML systems. In the private sector, Google and Microsoft have
both invested in the fair-ML community, and offer various internship and research
partnership opportunities for graduate students. The surveys of ML practitioners
discussed in Section ([Holstein et al., 2019; Kaur et al., 2020] are both products
of Microsoft research programs, whilst several of the ethics interventions discussed
in Section 2.7] ([Mitchell et al., 2019; Gebru et al., 2018; |Raji et al., 2020] are products
of Google research programs. In Europe, the Oxford Internet Institute, at Oxford
University, is a significant hub for research on governance of the ML systems and
digital infrastructure. The reviews of ethics interventions and ethical Al principles
cited in Section ([Morley et al., 2019a)b]) are products of Oxford Internet Insti-
tute research tracks. Additionally, the European Association for the Study of Science
and Technology (EASST) is a longstanding association for Science and Technology
Studies scholars and is an hub for sharing workshop, fellowship and post-graduate
opportunities in Europe. Spanning Europe and North America, the Society for the
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Social Studies of Science (4S) brings together Science and Technology Studies schol-
ars globally, and has a dedicated graduate student program and student presentation
track at their annual 4S conference. This review of international fair-ML community
hubs, however, is largely the product of desk research. As such, in the networking
plan discussed in the following section, Section an important initial step is to
validate the analysis presented in this section. We also recognise that this review has
focused narrowly on North America and Europe, and note that fair-ML researchers
in other regions are also developing new research hubs, which we hope to identify
and connect with in future work.

In this section we described our target academic community, the fair-ML com-
munity. In the section that follows, Section we describe how we plan to build
relationships and networks in the fair-ML community, and with industry partners.

5.3 Networking plan

The networking plan we propose reflects our analysis of the fair-ML community,
discussed in the previous section, Section and the needs of our research design,
discussed in Section In the immediate future, our networking plan is focused on:

¢ Developing relationships with the ADM+S Centre and affiliated academics and
industry partners, with the aim of securing ADM+S Centre graduate student
membership; and

¢ Developing relationships with ML platform operators and ML platform users,
with the aim of securing support for participant recruitment for phase two of
our research design, and field sites for phase three.

Over the longer term, our networking plan is focused on:

¢ Building relationships internationally, with the aim of securing a graduate stu-
dent fellowship at one of the premier international institutions discussed in

Section 5.2} and

¢ Deepening relationships with graduate students and post-doc academics with
similar research interests to our own, with the aim of identifying research and
publishing collaboration opportunities.

We note that our networking activities will need to be responsive to opportunities as
they emerge, and that each of the networking objectives listed above will need to be
pursued concurrently. As such, we think of the networking activities described below
more as a collection of possible directions to pursue than a rigid plan of actions.
We also recognise that this networking plan is dependent on our publishing plan,
described in Section because writing high-quality work, and finding ways to
make this work visible to the networks we describe in this section, will provide us
with opportunities to develop and solidify new relationships.
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5.3.1 ADM+S Centre graduate student membership

ADM+S Centre graduate student membership is a significant objective for us for two
reasons: first, we anticipate that active participation with the ADM+S Centre’s ac-
tivities will enrich our research and serve as a useful bridge to relevant academics
and other graduate students in Australia; second, we anticipate that ADM+S Cen-
tre graduate student membership will be an helpful credentialing exercise, in that
academics, ML platform operators, and ML platform users in Australia and interna-
tionally are all likely to expect that a research project like ours would be affiliated in
some way with the ADM+S Centre. However, as ANU is not an institutional partner
of the ADM+S Centre, graduate student membership may not be possible. If that
transpires to be the case, we will aim instead to build informal relationships with
academics at the ADM+S Centre and seek a visiting researcher opportunity.

To obtain ADM+S Centre graduate student membership we require the formal
support of a Chief Investigator at ADM+S Centre, which is most likely obtained
through the support of an Associate Investigator. As such, the first networking activ-
ity we plan to undertake is outreach to Associate Investigators. To date, we have met
informally with Jake Goldenfein, an Associate Investigator who has a strong interest
in the fair-ML community and has previously published advice for public sector or-
ganisations purchasing ML systems [Goldenfein, 2019]. In addition, whilst ANU is
not an institutional partner of ADM+S Centre, the HMI group at ANU are affiliated
with it. Accordingly, we also plan to undertake outreach to HMI academics at ANU,
particularly Jenny Davis, whose work on affordances [2020] has been a substantial
influence on our research (see Section [3.3|and Section 4.2.1).

5.3.2 Industry support for phase two and three of our research design

Phase two and three of our research design cannot proceed without the support of in-
dustry; phase two is dependent on industry support for participant recruitment, and
phase three is dependent on industry support for securing field sites to evaluate our
prototype fair-ML intervention. As such, securing industry partners for these phases
is a critical objective of our networking plan. Fortunately there are a large number
of potential partners, including ML platform operators, as well as consulting firms
who are formal technology partners with ML platform operators and develop ML
systems, government agencies and large corporations who are ML system operators,
and technology focused startups (see Section for a more detailed description of
these partners). Government agencies and corporations may commission consulting
firms to develop ML systems for them, or may be developing ML systems with in-
house ML platform users. We believe consulting firms and ML platform operators
are the most high-potential partners, as these organisations have a more ongoing fi-
nancial interest in best practice ML system development compared to government
agencies and corporations, for whom ML system development may be a means to an
end, rather than a core organisational focus. Additionally, while technology focused
startups may have a financial interest in best practice ML system development, they
are likely to be more resource constrained, particularly in terms of staff time, than
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consulting firms and ML platform operators. That said, some technology focused
startups are specifically focused on developing and marketing ML systems that are
fairness-aware, and similarly some government agencies are particularly interested
in ensuring that ML systems they operate meet societal expectations for fairness.
As such, these startups and agencies may be interested in participating in our re-
search (see [Sanchez-Monedero et al., 2020] for an example of a technology focused
startup supporting fair-ML research and [Abuhamad et al., 2021] for an example of
a government agency supporting fair-ML research).

Securing the support of an ML platform operator, however, may be challenging.
ML platform operators, particularly Microsoft and Google, have formal processes
for supporting student-led research, usually through participation in internship pro-
grams. Microsoft Research, for instance, runs annual PhD internship programs in
the United States, China, and Europe. Students, however, are required to be enrolled
in universities in one of those regions. Confidentiality requirements may also be an
obstacle to publishing research undertaken with an ML platform operator. That said,
Microsoft and Google both employ several high-profile fair-ML researchers, and our
understanding is that these researchers have a certain degree of flexibility in terms
of the PhD students they choose to support. We therefore believe the best approach
to exploring the potential of an ML platform operator supporting our research is
to focus on building relationships with fair-ML researchers already working at ML
platform operators. These researchers (particularly Hanna Wallach, Madeleine Clare
Elish, Jenn Wortman Vaughan, and Ben Hutchinson) are all active in the ACM FAccT
conference series, and as such we plan to apply to participate in the Doctoral Col-
loquium at the 2022 FAccT conference, assuming that it goes ahead. We also plan
to reach out directly to these researchers, although believe it is prudent to wait until
after our Thesis Proposal Review to do so.

There are a large number of consulting firms who are technology partners with
ML platforms. Whilst we are not constrained geographically, we assume that Australian-
based consulting firms are more likely to be interested in supporting our research
than firms based elsewhere. To date, we have tested interest in our research via
informal conversations with senior team members at Eliiza, a Melbourne-based con-
sulting firm who are technology partners for the Google and AWS ML platforms.
The feedback we have received is that our research is of interest and relevance, and
that firms would prefer to deepen their relationship with us through a short intern-
ship before exploring the opportunity to become a field site in phase three of our
research. As such, we plan to draft a short internship proposal (3 week internship),
which will be focused on deploying an existing ethics intervention in the consulting
firm, and to circulate this to relevant Australian-based consulting firms. The objec-
tive of this internship will be to build relationships, rather than to collect data or
contribute directly to our research design.

In addition to direct outreach to ML platform operators and consulting firms,
we are currently focused on building relationships with ML practitioners who have
an interest in the fair-ML community. We believe these ML practitioners, who are
generally software engineers or data scientists working in industry, are likely both
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to be ML platform users themselves and to be connected to organisations who may
be suitable research partners. To date, we have presented at two Melbourne-based
ML practitioner meetups, and are an active participant of the Melbourne fair-ML
reading group. We plan to circulate the internship proposal discussed above in these
networks.

5.3.3 Research and publishing collaboration opportunities

In the long term, the success of our research will depend on our ability to build rela-
tionships with peers — other graduate students and early career academics — who will
become our collaborators. As such, our networking plan is also focused on develop-
ing peer relationships through participation in relevant graduate student networks.

Within Australia, the Science and Society Network at Deakin University runs
the AusSTS Graduate Network, which we are an active member of. Most recently,
we presented at the annual AusSTS workshop, which proved to be a fruitful net-
working opportunity. We plan to continue to engage with the AusSTS Graduate
Network. Several of the academic institutions listed in Section also run PhD
programs whose participants have research interests that overlap with ours. We are
already informally connected to the 3A Institute’s PhD program, and meet regularly
with participating students. Through the AusSTS workshop we also met students
who are members of the ADM+S Centre PhD program and the PhD program at the
Emerging Technologies Lab at Monash University. Our plan is to continue participat-
ing in student workshops, and continue to be proactive in reaching out to peers who
we meet through these events. Internationally, as mentioned already, ACM FAccT
brings PhD students together though their Doctoral Colloquium. In addition, the 4S
conference has an active student network and student presentation track. We plan to
apply to participate in both of these in 2022.

Finally, to increase our visibility to potential collaborators, as well as to support
our industry partner outreach, we plan to develop a personal website and engage
more with members of the fair-ML community who are active on Twitter.

In this section we described our networking plan, focusing in particular on our
outreach to the ADM+S Centre and to developing industry partnerships. In the
following section, Section 5.4} we detail our publishing plan.

5.4 Publishing plan

Our publishing plan has been designed to align with the three phases of our re-
search design, and is summarised in Table As shown in the high-level timeline
presented in Figure we aim to prepare and submit a paper for publication at
the conclusion of each phase of research. Reflecting the emergent nature of our re-
search design, the aspects of our publishing plan that correspond to phase one of our
proposed research design are currently more detailed than those that correspond to
phase two and phase three.
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Research Conference objective Journal objective
phase
At beginning of phase one: | Publish results of ML platform
Phase one present at FAccT doctoral collo- | user analysis in digital human-
quium ities journal
At conclusion of phase one:
present at FAccT, AIES, or CHI
workshop
Present at FAccT, AIES, or CHI PUbh:.Sh resglts of ML platform
Phase two user interviews and survey in
workshop . oo
an applied ethics journal
Present at FAccT or AIES main PUthh. re'sults O.f protf)type
Phase three evaluation in applied ethics or
conference . e
digital humanities journal

Table 5.2: Table of conference presentation and publishing objectives for each phase
of research.

As yet, to the best of our knowledge, there are no dedicated fair-ML journals.
The Al and Ethics journal recently launched, and has published two issues so far,
demonstrating a focus on the development of ML systems (and Al technologies more
generally) that accord with societal expectations [MacIntyre et al., [2021]. However,
it is unclear whether the journal has the support of the fair-ML community, as very
few of the established fair-ML researchers are represented on the journal’s editorial
board. Meanwhile, many of the most highly cited and influential fair-ML papers
have been published in the ACM FAccT, AIES, and CHI conference proceedings (ex-
amples, cited in this thesis proposal include [Buolamwini and Gebru, 2018; |Green
and Viljoen, 2020; Holstein et al., 2019 Kaur et al,, 2020; |Keyes, 2018]). As such, a
large part of our publishing plan mirrors our networking plan; we focus, in 2021,
on submitting proposals to the student or workshop tracks of these conferences, and
then working towards submitting a conference paper in late 2022.

Fair-ML researchers with social science backgrounds have, however, published
in a number of digital humanities and media studies journals. Relevant digital hu-
manities and media studies journals, in descending order of journal impact factor,
include: New Media and Society, Big Data and Society, and Information Communication
and Society. These journals have published influential papers on the critical study of
algorithms [Kitchin, 2017; Boyd and Crawford| 2012; Brock, 2018], the role of algo-
rithms and computing systems in contemporary life [Bucher, 2017; Sadowski, 2019],
the social and technical production of ML systems [Felzmann et al., 2019; Bechmann
and Bowker, 2019; Orr and Davis| 2020], and the social dynamics and impacts of
digitally mediated two-sided markets [Nieborg and Poell, 2018; Cotter, 2019]. We do
not expect digital humanities journals to be relevant to all aspects of our research.
However, we believe that our research design and efforts to explore who ML plat-
form users are, how ML platforms are being used to develop ML systems, and how
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ML platform users are enacting ethical considerations, may be of relevance to these
journals. Additionally, Information Communication and Society has published a special
issue on algorithms [Beer, 2017], and we believe it is likely some of these journals
may announce special issues of relevance to our research during the course of our
PhD studies.

There are also a number of applied ethics journals that have a particular focus
on technology. In these journals fair-ML researchers have published analyses of eth-
ical issues associated with ML systems, and evaluations of ethics interventions in
ML system development. Relevant journals, in descending order of journal impact
factor, are: Ethics and Information Technology, Science and Engineering Ethics, Al and
Society, and Philosophy and Technology. Philosophy and Technology is of particular in-
terest to us, as its Editor-in-Chief is currently Luciano Floridi, whose framework for
conceptualising ethics interventions is central to our research design [2018], and dis-
cussed in Section Additionally, Philosophy and Technology has recently published
several studies of software development processes and ethics interventions from rel-
atively junior academics outside of North America [Ahuja and Kumar, 2021} Loi and
Christen, 2021; |Gogoll et al., 2021]. We believe phase two and phase three of our
proposed research design may be relevance to applied ethics journals, as they have
published similar studies of the enactment of ethics interventions [Ryan et al., 2021],
the development and evaluation of new ethics interventions [Mokander et al., 2021;
Tomalin et al 2021], and analyses of intervention opportunities within the software
development process [Rochel and Evéquoz, 2020].

In this section we discussed our publishing plan, which closely aligns with our
proposed research design. In the following section, Section we discuss our train-
ing and professional development plans, which also are informed by our research
design.

5.5 Training and professional development

The research design we described in Section incorporates a broad range of re-
search methods: CTDA in phase one, semi-structured interviews and surveys in
phase two, and potentially participant observation in phase three. Our training and
professional development plan is focused on improving our research skills in these
methods. A summary of our training and professional development plan can be
found below in Table Our training and professional development plan currently
extends only to the end of 2022. We expect to update and expand our plan, through
conversations with our supervisors and in future annual reports.

At ANU, there are a number of courses offered by the School of Regulation and
Governance, the ANU Centre for Social Research Methods, the School of Humani-
ties, and the Research School of Humanities and the Arts which focus on methods
for studying socio-technical systems. These include: REGN9076, Methods in Regu-
lation and Governance; HUMNG6003, Digital Humanities Methods and Practices; and
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H Year Training activities \ Details H
Research  ethics  and Undertak'e ANU training in privacy aware-
ness, ethics approval, and research manage-
management
2021 ment
. Meet with ANU Statistical Consulting Unit,
Use of statistics . .
undertake their online courses
Emerging research | Apply to participate in CAIDE’s 2021 sum-
methods mer school program
CTDA research methods Rev1?w Centre for Critical Race and Digital
Studies syllabus
Participate in, or audit, relevant courses (e.g.
Research methods for | pyiy\ 16003, Digital Humanities Methods
2002 socio-technical systems and Practices)
Participate in ANU Researcher Development
Research management ..
Team trainings, as relevant
Emerging research | If possible, apply to participate in European
methods or United States-based summer schools

Table 5.3: Table of planned training activities for 2021 and 2022.

SOCY2166, online research methods. We plan to review the syllabus for these courses
and select appropriate courses to undertake as coursework in 2022. The ANU Sta-
tistical Consulting Unit also provides training services to higher degree candidates,
including face-to-face consultation and four online courses. We plan to consult with
the Statistical Consulting Unit in October 2021, and undertake the relevant online
courses in the last quarter of 2021. Outside of ANU, the Centre for Artificial Intel-
ligence and Digital Ethics (CAIDE) at the University of Melbourne offers one of the
tirst graduate-level courses in fair-ML research, which it may be possible for us to
audit in 2022. Finally, the Center for Critical Race and Digital Studies has devel-
oped a syllabus for researchers interested in the study of new media, which includes
CTDA [Lopez and Land, 2019], which we intend to review in in the last quarter of
2021.

Outside of training on research methods, we also need to develop our research
management and ethics skills. The ANU Research Services Division offers training
in privacy awareness and the ethics approval process, which we intend to undertake
in September 2021, to inform the preparation of our ethics approval documentation.
The ANU Researcher Development Team also offers training in research management
and various aspects of completing a PhD. In early 2021 we participated in the Re-
search Development Team’s Thesis Proposal bootcamp, and we intend to participate
in future trainings, where they are relevant.

Finally, we note that summer schools are traditionally valuable training and net-
work development opportunities for PhD students. Due to the ongoing COVID-19
crisis, we are currently unclear which summer school programs will be going ahead
in the near future. That said, the CAIDE Summer Research Academy, which runs
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from November to December, is proceeding for 2021 and we intend to apply to par-
ticipate.

In this section we discussed our training and professional development plan, fo-
cusing particularly on activities we intend to undertake in 2021 and 2022. In the
following section, Section we consider the resourcing requirements for participa-
tion in these activities, and for our research project more broadly.

5.6 Resourcing requirements

The research activities we describe in our research design, in Section are largely
low-cost. They do not require special equipment, or significant compute time, and,
due to COVID-19 restrictions, are not reliant on travel. That said, there are costs as-
sociated with the networking, publishing, and training activities we have outlined in
the previous sections of this chapter. We detail these costs, and our revenue sources,
in Table below. We note that our revenue and expenditure values are only es-
timates at this stage, and that we will need to develop a more detailed budget in
future work.

| Category | Value | Details |

Budget provided by ANU College of Engi-
neering and Computer Science
Revenue Budget awarded through small grants, e.g.
$2000 . ;
for travel to participate in conferences
$1500 Budget awarded through small scholarships
$9500 Total projected revenue

$6000

Travel to attend conferences (in late 2022 on-

$3000 wards) or participate in fellowships
$1000 Fees for conferences, summer schools, etc.
Expenditure | $1500 1lfaetei(s) rfor publication submissions and prepa-

Budget for research administration (e.g. in-

$1500 ¢ ..

terview transcription)
$1750 Recruitment costs
$750 Contingency

$9500 Total projected expenditure

Table 5.4: Table of projected costs and revenues for our research project.

5.7 Risks and mitigation strategies

In Table we summarise the risks we have identified with this research project.
These include risks that may prevent us from fulfilling our planned research, net-
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working, or publishing activities, and risks arising from these activities. For each
risk listed, we have assessed the likelihood and impact of it being realised, and be-
gun to develop a mitigation strategy. Risks that have both a high likelihood of being
realised, and would have a high impact should they do so, are those that we will
need to be particularly proactive in managing. In future work, for each phase of our
research, as we further refine our research design and prepare for ethics approval,
we intend to produce an updated risk analysis, that focuses in particular on the risks
arising from that phase of research activities.

Risk Likelihood | Impact Mitigation strategy

Unable to se-
cure field sites
for phase three

Begin outreach and networking well
before phase three of research is
planned to commence.  Design

implementation prototype intervention in way that
of prototype aligns with platform users we are
intervention most likely to secure access to.

Begin outreach and networking well
before phase two of research is
planned to commence. Design re-
search question so that relatively
small sample of users are necessary
for interviews. Develop alternative
research activities, should recruit-
ment prove impossible.

Unable to recruit
ML platform
users to partici-
pate in phase two
semi-structured
interviews

Field site, or
research partici-
pants, withdraw
consent to pub-
lish findings
from phase three
prototype imple-
mentation  and
evaluation

Identify back up field sites for
phase three prototype implementa-
tion. Select prototype use case cau-
tiously, seeking to avoid likely con-
tentious uses.

Proactively seek consent for publi-
cation, and ensure that personally
identifiable information is not col-
lected during survey. Account for
some attrition when setting recruit-
ment targets.

Research partic-
ipants withdraw
consent to pub-
lish findings from
phase two survey




§5.7 Risks and mitigation strategies 101

Risk

Research  partic-
ipants withdraw
consent to pub-
lish findings
from phase two
semi-structured
interviews

Confidentiality of
a research partici-
pant is breached

A research par-
ticipant is rep-
rimanded by an
employer for their
participation

Data collected
during any phase
of research is
leaked or in-
appropriately
accessed

COVID-19  out-
breaks or restric-
tions prevent in
person gatherings
at conferences or
workshops

COVID-19  out-
breaks or restric-
tions prevent
in person work
during phase
three  prototype
implementation

and evaluation

Likelihood | Impact

Mitigation strategy

Proactively seek consent for publi-
cation and explain procedures for
ensuring as much anonymity as
possible.  Design interview ques-
tions with the disclosure constraints
of ML platform users in mind. Ac-
count for some attrition when set-
ting recruitment targets, and aim to
conduct more semi-structured inter-
views than may be strictly neces-
sary.

Maintain high standards of data se-
curity. Avoid collection of person-
ally identifiable information unless
absolutely necessary.

Engage employers proactively in the
research, and seek their consent
for participant engagement in phase
two and phase three. In survey only
collect data on type of employer,
rather than place of employment.

Maintain high standards of data se-
curity and management. Ensure
data management plan includes
deletion or archiving of data, as ap-
propriate, at conclusion of project.

Assume participation in confer-
ences and workshops will largely be
virtual. Seek to establish personal
relationships that are not dependent
on in-person meetings. Focus in
2022 on building relationships lo-
cally.

Choose prototype intervention and
field sites for phase three such that
remote work will not be a barrier to
proceeding. Design data collection
methods that can be adapted to re-
mote work.
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Risk Likelihood | Impact Mitigation strategy

Identify multiple paths to engaging
ML platform users. Can pivot to
alternative method, not reliant on
user participation. Can constrain
engagement to smaller category of
ML platform users.

Unable to recruit
participants  for
phase two survey

ML platform
structures, ser-
vices, or use
change substan-
tially during
course of research

Phased structure of research design
and pragmatic approach enables us
to pivot research activities should
this become necessary.

Assumptions
regarding sig-
nificance of ML
platform use by
ML  practition-
ers prove to be
unfounded

Test assumption early through ML
platform documentation analysis. If
necessary, can pivot focus to ML
system development more gener-

ally.

Table 5.5: Table of risks and mitigation strategies.

5.8 Conclusion

Thus concludes our Thesis Plan. We believe this plan, and our Thesis Proposal more
broadly, expresses a valid set of research questions and a plausible plan for address-
ing them.

In Chapter [1) we introduced our research proposal. We situated ourselves within
the fair-ML research community, provided an overview of Machine Learning termi-
nology, and introduced our research questions.

In Chapter 2] we reviewed fair-ML literature, and sought to demonstrate the sig-
nificance and novelty of our research questions. We described the key features of
ML platforms, and contextualised these with comparisons to two-sided markets, in-
frastructure, and implementation frameworks. We highlighted three ethics issues
associated with ML systems, and reviewed fair-ML proposals for addressing these
during ML system development. We argued that the relationship between the enact-
ment of ethics considerations during ML system development and the tools used to
support ML system development has been under-studied by fair-ML researchers to
date.

In Chapter [ we discussed the conceptual frameworks that underpin our research
design and will shape our research activities. We highlighted how we interpret the
enactment of ethics considerations within the frame of discourse ethics, how we
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plan to draw on existing typologies of proposed fair-ML interventions to support
our research, and how we plan to apply affordance theory to interpret the relations
between ML platforms, ML platform users, and the ML systems they develop.

In Chapter [f] we introduced the mixed methods methodology we adopted to
develop our three-phase research design, and described the research activities we
propose to undertake in each phase. Finally, in the preceding sections of Chapter
we detailed how we plan to undertake our proposed research activities and how we
intend to share the findings from our research activities with the fair-ML community.

We look forward to feedback from our supervisory panel, and guests at our The-
sis Proposal presentation. On this note, whilst this document is itself a proposal for
future work, it also represents the culmination of work we have undertaken over the
last year. This work would not have been possible without the generous support
and patient feedback of our supervisory panel members. It therefore seems most
appropriate to conclude this document by acknowledging and thanking them.

Professor Jochen Trumpf, Dr Elizabeth Williams, and Dr Niels Wouters: thank
you.
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